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When you can measure
what you are speaking about
and express it in numbers,
you know something about it;

but when you cannot express
it in numbers, your knowledge
is of a meagre and
unsatisfactory kind;

it may be the beginning of knowledge,
but you have scarcely in your thoughts
advanced to the state of science,
whatever the matter may be.

William Thompson, Lord Kelvin
Zusammenfassung

Die Entwicklung der experimentellen Quanteninformationsverarbeitung im Laufe der letzten Jahre zeigt, daß atomare Ionen gefangen in linearen Paulfallen ein bedeutendes Modellsystem zur Untersuchung von Quantenalgorithmen sind. Im Vergleich zu rein elektronischen Festkörpersystemen wie SQUIDs und Josephson-Kontakten bzw. der Kernspinresonanz bei Molekülen sind die gefangenen Ionen als Qubits weitgehend isoliert von störenden Einflüssen aus der Umgebung. Die Verschränkung eines linearen Kristalls aus acht Ionen und die Verwirklichung verschiedener Quantengatter zeigen die auf der geringen Dekohärenz beruhende experimentelle Qualität des Modellsystems als Referenz. Die Weiterentwicklung der Quantenalgorithmen erfordert jedoch eine größere Zahl an beteiligten Qubits und damit höhere Ansprüche an die Skalierbarkeit linearer Ionenfallen. Die Herstellung makroskopischer linearer Ionenfallen wird durch Verfahren aus der Mikrosystemtechnik ersetzt. Dieser interdisziplinäre Ansatz bestehend aus Mikrotechnologie und Quantenoptik erlaubt die Realisierung von skalierbaren Mikroionenfallen für die Quanteninformationsverarbeitung.


Die lineare Mikrofalle ist das Referenzprojekt für die Forschung zu einem europäischen Beitrag zum Quantencomputer. Es ist die erste Entwicklung einer skalierbaren Mikroionenfalle in Europa - die Ergebnisse dieser Arbeit zeigen nicht nur das Design und die Herstellung, sondern darüberhinaus durch die experimentelle Charakterisierung, z.B. durch die Bestimmung der Heizrate, die Eignung der Mikroionenfalle für Experimente der Quanteninformationsverarbeitung. Diese nach 1.5 Jahren kontinuierlichem Betrieb immer noch in Europa einzigartige skalierbare Mikroionenfalle wurde als Referenzprojekt anderen europäischen Forschergruppen als modularer Bausatz zur Verfügung gestellt. Das Design bildet die Grundlage für die weitere Entwicklung der skalierbaren dreidimensionalen Mikroionenfallen.
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Chapter 1

Introduction

In the last decade the research in the field of quantum information science was established as a building block in quantum optics by exceptional results towards the fundamentals of a future quantum computer. Theoretical proposals for some building blocks were followed by experimental realizations in the research fields of nuclear magnetic resonance spectroscopy, photonics, solid state science and spectroscopy on trapped ions. Especially the research on ion traps has stimulated the fields of quantum state engineering, quantum cryptography and quantum metrology strongly.

The first fundamental ideas for information processing based on quantum mechanics were introduced by Paul Benioff [Ben80, Ben82] and Richard Feynman [Fey82]. Further work on the computational models of a quantum computer by David Deutsch illustrates the approach of a quantum Turing machine [Deu85] and the quantum circuit model, which describes the computation by a finites set of quantum gates represented as unitary operations on a qubit register [Deu89]. The significance of a future quantum computer has to be defined by efficient quantum algorithms that outclasses the performance of classical computers. One of the first quantum algorithms was the more technical Deutsch-Josza algorithm, then algorithms for number factorization [Sho96] by Peter Shor and quantum search [Gro97] by Lov Grover were proposed. The Shor algorithm illustrates the significance of a quantum computer compared to classical computational methods, because the security of the public-key cryptography is based on the assumption of unsolvable large number factorization. The best classical algorithms scale exponentially with the number size, Shors algorithm shows a polynomial behaviour and a finite solution time seems possible. The applicability of the Shor algorithm on large numbers may question the durability of modern encryption techniques. As a consequence of the complex quantum algorithms, the number of the qubits increases and the decoherence processes limit the calculation efficiency. Using quantum error correction schemes [Ste96], quantum phase and bit-flip errors can be corrected [Sho95] using additional ancilla qubits.
A significant drawback was the technical demand of controlling large qubit systems. For example, a two-qubit system may be error corrected using two additional ancilla qubits [Ste97]. Large-scaled quantum algorithms based on a manifold of qubits require complete control of the qubit systems. An alternative approach is the technique of fault-tolerant quantum computing with an additional computational overhead, achieving a fault-tolerance at error rates on the order of $10^{-3}$ per single operation [Kni05, Rau07]. In summary, the scaling up from first proof-of-principle experiments to scalable quantum computing regarding the control of large qubit systems is a technical demanding challenging task.

Several physical systems are realized for the application of quantum information processing so far. A general characterization by means of some criteria [Div00] is given by David DiVincenzo, which each appropriate system fulfills:

- A scalable physical system with well-characterized qubits,
- the ability to initialize the state of the qubits to a simple well-defined state like $|00\ldots\rangle$,
- long relevant decoherence times compared to the gate operation time,
- a universal set of quantum gates, and
- a qubit specific measurement capability.

Extensive studies on the nuclear spins of molecules [Ram05, Van05], electron spins in quantum dots [Gor05, Hol04], flux qubits in Josephson junctions [Mcd05, Ste06b], polarization on photons [Kni01, Kok07] and internal states in neutral [Sch04b, Boy06, Ye08] and ionized atoms show the applicability.

Quantum algorithms are demonstrated experimentally using different qubit systems: The Deutsch-Josza algorithm [Lin98, Gul03], the Grover search algorithm [Jon98, Chu98, Ahm00, Wal05, Bri05] and the Shor algorithm [Van01] for the factorization of numbers. All quantum algorithms independent from the physical system are a sequence out of single qubit operations and quantum gates [Llo95], which are unitary transformations on specifically addressed qubits. The limitations on the physical systems [Ste98] are the number of controllable qubits and decoherence effects - especially the technique of ion trapping shows scalable trap designs for the handling of large qubit systems and provides good decoherence properties.

Atomic ions trapped in linear Paul traps represent an ideal isolated qubit system for the experimental realization and development of quantum information processing. Compared to the nuclear magnetic resonance experiments the linear ion traps combine an isolated qubit system with excellent decoherence properties and scalability of the trap design. Based
on the proposal of Ignacio Cirac and Peter Zoller [Cir95], the fundamentals of ion trap quantum computers were investigated [Sor99, Ste00]. Each qubit is implemented by the internal states $|0\rangle$ and $|1\rangle$ of the atomic ion, the vibrational Coulomb interaction of ions stored in a linear configuration acts as the quantum bus. Lasers drive the single-qubit operations, the quantum gates are realized with lasers using the quantum bus, which is based on phonons [Sch03]. Several logic quantum gates are demonstrated so far - starting with the first two-qubit gate [Mon95b], a phase gate [Lei03b], a controlled-NOT gate, and a Mølmer-Sørensen-type gate [Ben08a]. The entanglement of two [Tur98], four [Sac00], six [Lei05] and eight ions [Hae05] were demonstrated, generating the first quantum byte. The entanglement of two ions was used to demonstrate the fundamentals of quantum dense coding [Sch04a], entanglement purification [Rei06a] and process tomography [Roo04a]. The generation of a robust quantum memory in a decoherence-free subspace [Lan05] effects new perspectives for high-precision measurements using entanglement [Roo06]. A method for probabilistic entanglement allows long distance entanglements of two ions from different traps [Moe07]. Entanglement of three ions allows the generation of GHZ- and W-states [Roo04b] and was used for the first teleportation of a quantum state [Rie04, Bar04]. The principle of quantum error correction is demonstrated using a three-ion entanglement consisting out of two ancilla qubits and the target qubit [Chi04].

An alternative approach beside quantum information science with ion traps is the simulation of quantum systems [Por04a, Lam07]. Such an analogous quantum computer simulates the evolution of quantum spin Hamiltonians with a trapped linear ion crystal [Por04b, Fri08]. In a quantum simulator the evolution of the Hamiltonian is investigated directly from an initial state to the final state, contrary to an implementation of the Hamiltonian with a set of quantum gates.

The applicability of ion traps in quantum metrology experiments [Hal06] as atomic frequency standards [Ber98a, Bec01, Mar04] next to Cs-beam clocks, atomic fountain clocks [Jef02, Wil02], optical lattice clocks [Boy07] and a molecular clock [Ye01] demonstrate the outstanding stable operation and reproducibility of trapping single ions in the free space. The comparison of the optical frequency to the microwave based atomic clocks is realized using frequency chains [Ber99] or a frequency comb [Osk06]. The stability of fundamental constants are also tested using ion clocks [Biz03, Pei04, For07]. The resolution of high-precision frequency measurements is enhanced by using entangled states [Bol96, Lei04] for the measurement of atomic properties [Roo06] and further development of atomic clocks [Sch05, Ros07] is realized with an uncertainty on the order of $10^{-17}$ [Ros08].

Besides experiments on atomic ions using linear ion traps, i.e. investigating phase transitions of larger atomic crystals [Die87, Wak92, Rai92, Bow99, Bab02], techniques for sympathetical cooling of molecular ion crystals in li-
near ion traps were developed [Bly05] - leading to rovibrational spectroscopy on single molecules [Rot06, Koe07], the storage of cold biomolecules [Off08] and the investigation of single molecule chemical reactions [Ho08]. The applicability of molecular ions for high-precision measurements [Sch07] and as single qubits like atomic ions is proposed so far [And06, Wal08, Dem02] and may be demonstrated using microfabricated linear ion traps within the next years.

Figure 1.1: Evolution of Paul traps for quantum information experiments: (a) The traditional Paul trap with macroscopic hyperbolic shaped electrodes forms an ideal rf quadrupole potential. The two-dimensional dynamic confinement of the rf ring electrode (gray) is superimposed by the dc electrodes (orange). Micromotion oscillations occur in all three directions in space. (b) Linear macroscopic Paul traps benefit from the electrode design based on a Paul mass filter. The micromotion is avoided perpendicular to the rf confinement of the stored ions, a linear ion chain without any vibrational excitation along this direction is trapped. Then the controlled excitation of phonons along this trap axis is used as a quantum bus. (c) The microfabrication of linear Paul traps allows the miniaturization and segmentation of the dc electrodes for the generation of overlapping micropotentials for shuttling, splitting and merging of ion chains. Spatial separated zones for the storage and processing show the advantages of scalable miniaturized Paul trap development for quantum information science.

The successful development on the entanglement operations, quantum algorithms and the minimization of decoherence effects over the decade illustrates the ability of ion trap quantum computing to scale up efficiently the number of qubits for the realization of large scaled quantum operations [Kie92]. Apart from the more theoretical optimization of quantum information processing, the environment, namely the ion traps (Fig. 1.1), has to fulfill the requirements of scalability for the operation on large qubit systems [Cir00]. A redesign of the traditional linear ion traps was unavoidable to meet the technical demands. Deduced from the Paul mass filter [Pau53, Pau55], the linear traps designs are characterized by a large number of segmentation electrodes in a three-dimensional or planar trap geometry [Chi05].
The implementation of microfabrication techniques allows the integration of a manifold of trap segments for the independent control of a large qubit system. The microfabrication of the sophisticated trap designs is the standard technique for scalable ion trap quantum computing today. Several three-dimensional designs are realized [Sch06, Hen06, Sti06]. The planar electrode traps are a different approach to a scalable trap design, and are characterized by a weaker trap depth, but better optical access and simpler fabrication methods [Sci06, Bro07, Lab08a, Bri06]. The heating rate as a fundamental trap property leads to the decoherence of the quantum state and is decreased by six orders of magnitude in a cryogenic environment [Lab08b]. The ability of the storage and control of a large qubit system requires the definition of several independent trap regions, connected by ion shuttling operations (Fig. 1.2). Highly segmented trap designs are privileged, because the speed for the quantum gates, or rather the phonon coupling of the quantum bus, is decreased with the number of ions confined in the same electric potential. Both areas in this field of research, the more theoretical investigation of quantum algorithms and the more practical development of scalable traps, meet each other at the realization of scalable quantum gates combining ion shuttling operations based on multi-segmented scalable microtraps characterized by low heating rates and decoherence.

In this thesis a new experiment is described mainly based on the design, development, fabrication and operation of a three-dimensional microtrap. Demonstrating coherent quantum state manipulation with \(^{40}\text{Ca}^+\) ions, Doppler cooling and sideband cooling to the motional ground state is realized. The heating rate is determined and the applicability for quantum computation is proven. Furthermore planar trap designs are investigated - a planar microparticle trap was built and operated. A linear microfabricated planar trap was operated with \(^{40}\text{Ca}^+\) ions, showing the principle of operation of a novel designed and fabricated Y-shaped planar trap. The thesis is structured as follows: Chapter (2) reviews the fundamentals of linear Paul traps, the principle of trapping, the stability diagram, and the differences between traditional Paul traps and microfabricated linear Paul traps are illustrated. The numerical optimization of the electric fields are investigated for the microchip trap, and ion shuttling operations in the non-adiabatic regime using optimal control methods show the operational fundamentals for modern quantum algorithms. Chapter (3) contains informations about the atomic properties of \(^{40}\text{Ca}^+\) and identifies the qubit schemes using the quadrupole transition for an optical qubit or Raman transitions for a spin qubit. Chapter (4) illustrates the concept of atom-light interactions and the laser cooling techniques like Doppler and sideband cooling to the motional ground state. Chapter (5) shows the fabrication techniques based on three different trap designs. The three-dimensional microchip trap is manufactured using laser structuring, the planar microparticle trap is produced...
Figure 1.2: Entanglement scheme for multiple ions in a segmented microtrap: The entanglement operation is based on a two-ion crystal in a spatial separated axial potential (A). In comparison to the multi-ion entanglement in a single potential, the entanglement operation is simplified because of the simple vibrational mode structure of the two-ion crystal. The speed of the entanglement operation is increased, additional time is used for the coherent splitting, transporting and merging of the ions. The development of fast and efficient shuttling protocols preserving the coherence of the qubits is of broad interest. This entanglement scheme illustrates the segmentation of the electrodes in microtraps as a requirement for a scalable quantum processor: Starting with the entanglement (I) of 12 single ions to ion pairs (a), the subsequent entanglement (II) in groups of four ions (b) ends with the entanglement (III) of three groups of four ions (c). All of the 12 ions are entangled (B) by means of parallel shuttling and splitting operations. The laser interaction zone (dark gray) is enclosed by larger zones for transport and the storage (light gray).

using standard printed-circuit-board technology and the planar ion microtraps are fabricated using photolithography techniques. Chapter (6) describes the new experimental setup for the microchip trap and the planar ion microtrap, including solid-state laser systems, fluorescence detection optics, trap voltage supplies and experiment control system. Chapter (7) shows the experimental results regarding the microchip trap, including the coherent single ion dynamics, heating rate measurements, transport spectroscopy and quantum jump spectroscopy using Raman transitions. Chapter (8) describes the experimental results of the planar trap experiments. The microparticle trap operation is discussed, and shuttling and splitting operations are shown. The results of the planar ion trap experiments illustrates the axial confinements of an ion cloud in the linear ion trap. The installed Y-shaped planar trap is presented. Chapter (9) summarises the experimental results, chapter (10) illustrates future integration of fiber cavities in the microchip trap. Finally, the appendix in chapter (11) shows layouts of the trap designs, a technique of rotational wafer coating and a design for a UHV compatible chip carrier socket supporting fast replacement of the microtraps.
Chapter 2

Fundamentals on scalable ion traps

The linear microtraps based on a Paul mass filter [Pau55] support especially the proposals for quantum information science by a scalable trap design and a dedicated direction of static confinement to establish the quantum bus. The micromotion is limited to the two-dimensional dynamic confinement in the radial cross section, the linear trap axis shows a pure static electric potential. The scalability is induced by microfabrication techniques to partition the linear trap axis with a manifold of static control electrodes. The optimization of the trap design and the operational conditions (2.1) are fundamental for the design of segmented linear Paul traps (2.2).

Scalable quantum algorithms profit from the design of the segmented linear microtraps. The quantum control of large linear ion crystals is simplified by splitting of the stored qubits. The quantum algorithms are realized on the subgroups separately, so the subsequent spatial transport of qubit information will be crucial for the scalable trap operation. The non-adiabatic single ion transport will be discussed and the constraints of motional heating during shuttling are investigated (2.5).
2.1 Linear Paul trap fundamentals

The first Paul trap in 1953 illustrates the mathematical fundamentals for ion trapping perfectly [Pau53, Pau90]. The hyperbolic-shaped ring combined with two endcaps reproduces the contour of an oscillating electric quadrupole potential - the oscillating electric fields are generated by the ring electrode, the endcap electrodes are supplied with a static potential.

Figure 2.1: Linear segmented ion traps: (a) The single segment macroscopic ion trap is based on the standard Paul mass filter design. (b) The enhanced design with multiple segments illustrates the scheme of scalability. (c) The two-layer microchip design is adapted from the segmented macroscopic designs. (d) In the planar trap design all electrodes are located at a two-dimensional plane. The rf electrodes (blue) and the dc electrodes (red, gray) show the radial confinement and the static axial control of the trapped ions.

The miniaturization of ion traps started with designs of Paul-Straubel traps - a ring at an oscillating potential without endcaps, which are moved to infinity [Str55]. The simplified trap design was investigated explicitly in experiments [Deh67a, Yu91, Yu95] and is suitable for high-precision spectroscopy, i.e. ion clocks. The ring design is distinguished by the enhanced optical laser access and is scaled down easily, but shares the same disadvantages of the traditional Paul trap like micromotion in all directions.

In contrast to the three-dimensional traps the linear microtraps show a limited dynamical confinement to the radial cross section and the linear trap axis is idealized free of micromotion (Fig. 2.1). The trap design is based on the design of the Paul mass filter [Pau55]. The microfabrication techniques are utilized during the last decade for downscaling of the linear traps, while experimental experience on trapped ion control, i.e. Doppler and sideband cooling, was originated often by experiments using Paul-Straubel trap designs. The characteristics of linear trap operation and stability properties of trapping are borrowed from linear mass analysers.

2.1.1 Potential, stability regions and pseudopotential

The electric potential $\phi(x, y, z, t)$ for trapping of the ions is realized using a pure quadrupole potential $\phi_{tr}(x, y, z)$ consisting out of a dynamic potential
and a static confinement represented by $\phi_{dr}(t)$ (Fig. 2.2). In a general approach the shape of the total electric potential given by the geometry of the trap electrodes is described by

$$\phi(x, y, z, t) = \frac{1}{2} \left( \alpha x^2 - \beta y^2 + \gamma z^2 \right) \left( U_{dc} + U_{rf} \cdot \cos \Omega t \right),$$  \hspace{1cm} (2.1)

with the trap drive frequency $\Omega$ and the trap drive voltage $U_{rf}$ and $U_{dc}$ for a static electric potential. The geometry factors $\alpha$, $\beta$ and $\gamma$ are specified by the trap geometry and determined for each trap design numerically. The Laplace equation $\Delta \phi = 0$ causes the additional constraint for the geometry factors $\alpha - \beta + \gamma = 0$. The potential $\phi$ is valid for any three-dimensional or linear trap. Restricting to a linear trap means a two-dimensional dynamical confinement in $x$- and $y$-direction and a static potential at the linear trap axis, the oscillating electric potential $\phi$ is simplified to

$$\phi(x, y, t) = \frac{1}{2} \alpha (x^2 - y^2) \left( U_{dc} + U_{rf} \cdot \cos \Omega t \right),$$  \hspace{1cm} (2.2)

with a static potential for the confinement of the ions in $z$-direction

$$\phi_{ax}(z) = \frac{1}{2} \beta z^2 \cdot U_{ax}.$$  \hspace{1cm} (2.3)

**Figure 2.2:** Electric potential and pseudopotential of a linear trap: The oscillating quadrupole potential of a linear rod-shaped trap is shown for $t = 0$ (a) and $t = T/2$ (b). The stable/unstable dynamical confinement of a single ion is alternating parallel to the principal axes of motion. The equipotential lines illustrate the high (orange) and low (gray) potential values. (c) The pseudopotential defined by the ponderomotive approximation shows the effective time-averaged harmonic potential.
The total electric potential for the linear trap results in the sum of decoupled dynamical and static confinement \( \phi_{\text{lin}}(x, y, z, t) = \phi(x, y, t) + \phi_{ax}(z) \). To illustrate the oscillating quadrupole potential (Fig. 2.2a,b), the equations of motion, i.e. \( \ddot{x} = -\frac{Ze}{m} \cdot \frac{\partial \phi(x, y, z)}{\partial x} \), result to

\[
\ddot{x} = -\frac{Ze}{m} \left( U_{dc} + U_{rf} \cdot \cos \Omega t \right) \alpha x \tag{2.4}
\]

\[
\ddot{y} = +\frac{Ze}{m} \left( U_{dc} + U_{rf} \cdot \cos \Omega t \right) \alpha y \tag{2.5}
\]

\[
\ddot{z} = -\frac{Ze}{m} U_{ax} \cdot \beta z .
\]

The solution of the ion with charge \( Z \) and mass \( m \) for the dynamically potential in the xy-plane can be obtained analytically by a substitution to Mathieu equations [Lei03a], which are solved by the Floquet differential equation:

\[
\frac{d^2 x}{d\xi^2} + \left( a_\xi - 2q_\xi \cdot \cos(2\xi) \right) x = 0 \tag{2.6}
\]

\[\xi = \frac{\Omega t}{2}, \quad a = \frac{4Ze U_{dc} \alpha}{m \Omega^2}, \quad q = \frac{2Ze U_{dc} \alpha}{m \Omega^2}\]

In contrast to the persistent harmonic confinement of the ion along the linear trap axis the stability of the radial motion depends on pairs of the so-called stability parameters \( a \) and \( q \) (Fig. 2.3b). The condition of stability are co-domains in the \( aq \)-plane, the traps discussed here are operated near \( a \approx 0 \) and \( q \approx 0 \) in the lowest stability region only, that is centered on the a-axis near the origin. The operating conditions of a linear segmented trap compared to a quadrupole mass filter at \( a = 0 \) are idealized because of the axial confinement. Nevertheless the approximation of the segmented trap as a quadrupole mass filter is valid for \( a \neq 0 \) (Fig. 2.3b), especially for the trapping conditions of a single ion. The ion is localized strongly at the rf node of the potential because of the Doppler cooling, so all potentials can be interpreted as nearly harmonic. With a optimization of the trap geometry, the higher order polynomials are suppressed efficiently.

The frequency spectrum of a single ion trajectory is composed out of the secular frequency \( \omega_{\text{rad}} \) and the frequency of the micromotion (Fig. 2.3a) identical to the trap drive \( \Omega \) [Gos95]. The secular frequency is approximated at \( a \ll 1, q \ll 1 \) to \( \omega_{\text{rad}} \approx \sqrt{1 + q^2/2} \cdot \Omega/2 \). The micromotion is counter-phase to the trap drive and shows a \( q/2 \)-smaller amplitude relative to the secular motion. The lowest order approximation of the x-component, respec-

\[1\text{Instabilities effecting on ion loss caused by higher-order multipoles of the electric potential appears at } q > 0.3 \text{ mainly [Alh95].}\]
2.1. LINEAR PAUL TRAP FUNDAMENTALS

tively analogous to the y-component, and the z-component of the trapped ions motion is represented by

\[
x(t) \sim \cos(\omega_{\text{rad}} t) \cdot (1 - \frac{q}{2} \cos(\Omega t))
\]
\[
z(t) \sim \cos(\omega_{\text{ax}} t), \quad \omega_{\text{ax}} = \sqrt{Ze/m \cdot U_{\text{ax}}/\beta}
\]

The time-averaged pseudopotential [Deh67a, Lei03a] neglecting the micromotion of the trapped ions illustrates the harmonicity of the dynamic confinement in the xy-plane (Fig. 2.2c) and is used for effective trap depth calculations - the pseudopotential approximation [Deh67a, Deh67b] is based on the operation of the segmented linear trap as a linear Paul mass filter without the influence of the static confinement, and determines the trap depth of the pure dynamical potential:

\[
\bar{\phi}(x, y) = \frac{(Ze)^2}{4m \Omega^2} \cdot |\nabla \phi(x, y, t)|^2
\]

\[\text{(2.8)}\]

**Figure 2.3:** Ion trajectory and stability diagram of the linear ion trap: (a) The single ion trajectory shows the combination of secular motion (cycle duration T) and counter-phase micromotion. The microparticle trap is supplied with a rectangular-shaped trap drive (A), the ion traps with a sinusoidal waveform (A). (b) The lowest order stability diagram for a single ion is simulated numerically. The secular frequency is increased dependent on the q-parameter (A-D). The region of stability is calculated for a sinusoidal (orange) and a rectangular trap drive (blue). The rectangular stability diagram is squeezed in q-direction by a factor of \(\pi/4\), which is the Fourier series prefactor of the trap drive voltage.

In a more accurate description of the trapping potentials and stability conditions of the segmented linear trap a full numerical approach is fundamental: The electric potentials deviates strongly from a pure quadrupole.
potential near the electrode surfaces, so a numerical simulation of the electric fields is preferred for the storage of linear ion crystals, especially for prolonged ion crystals in the radial direction like three-dimensional configurations. Higher multipoles of the electric field appears, i.e. the hexapole contribution $\phi \sim 3yx^2 - y^3$ [Alh95], to weaken the effective trap depth and engender deterministic instabilities. This is relevant especially for the trapping of larger ion crystals.

At strong axial confinements resulting in $a \neq 0$, the influence of the control voltages at the different segments on the radial stability parameters has to be included. Further the inversed voltages on the control electrodes of a single pair for the compensation of micromotion lead to a linear electric field without potential offset at the location of the stored ion. The radial excursion of the stored single ion is enlarged.

The third unavoidable deviation from a pure linear trap configuration are components of the rf electric field from the trap drive parallel to the linear trap axis. Macroscopic linear trap designs consisting out of four linear rods without endcaps are the ideal case for neglecting the micromotion on the linear symmetry axis [Dre00]- therefore these trap designs are predestinated for experiments with large ion crystals, even because of their superior radial harmonicity compared to microfabricated linear ion traps. The linear microtraps developed in this thesis show micromotion on the linear axis because of their scalability - the two-dimensional microfabricated trap near the endcaps and the tapered region as a fundamental scalable design element. The planar traps near the endcaps and especially near the Y-shaped junction, which influences the trap parameters locally. In most cases the micromotion on the axes of static confinement could be minimized by numerical optimization and then neglected, but the origin is located in the scalability of segmented linear trap designs.

2.1.2 Micromotion effects

The micromotion of a single trapped ion is enlarged by a displacement of the ion out of the pseudopotential node (Fig. 2.4). Static or slowly varying electric potentials caused by field inhomogeneities and patch charges lead to a position shift on the ion. Even asymmetries at the trap fabrication cause similar effects. Using a balanced voltage the ion is shifted towards the pseudopotential node and the micromotion is minimized (Fig. 2.4a).

The detection of the micromotion is realized for ion traps indirectly by the change in the fluorescence and directly by the measurement of the micromotion sideband amplitude using quantum jump spectroscopy. For the microparticle experiments using the planar trap, the detection is based on the time-averaged imaging of the ionized trapped microparticle with a CCD camera. The position of the microparticle is localized by the scattered light from a laser. The trajectory simulation illustrates the enlarged micromotion.
amplitude for a slight displacement out of the pseudopotential (Fig. 2.4b). The direction of the enlarged amplitude is directed to the shifted position. In the microparticle trap the time-averaged image of an unilateral uncompressed trajectory to the electrode surface confirms the numerical simulations exactly.

![Figure 2.4](image)

**Figure 2.4:** Enlarged trajectory due to micromotion: (a) Two pairs of compensation electrodes generate a homogeneous electric potential at the ions position in both directions. The ion can be shifted in two dimensions to the pseudopotential node. (b) A centered ion trajectory (blue) is compared to a trajectory of a displaced ion $-20\mu m$ out of the rf node (orange). The stability parameters are $a = 0.1$ and $q = 0.5$.

### 2.2 Multi-layer microchip trap design

The multi-layer microfabricated Paul trap is adapted from a linear Paul trap with a three-dimensional radial cross section. In quantum information science the macroscopic linear Paul traps with a pure quadrupole potential for ion trapping are designed using a single axial segment [Dre98, Sch03] - furthermore the applicability of microfabrication techniques was shown for the first time with three-dimensional traps as scalable ion microtraps with multiple control segments [Hen06, Sti06, Des06, Sch06, Ami08].

The accurate numerical simulation of the electrical potentials and the pseudopotential for $^{40}\text{Ca}^+$ for the two-layer microchip trap is fundamental for the calculation of the characteristic trap parameters (Fig. 2.5a). The exact static potentials on the linear trap axis are essential for the simulation of ion shuttling operations with precisely shaped axial potentials (Fig. 2.5b). Beginning with the ion position at a given potential configuration, the position and orientation of the principal axes caused by the pseudopotential of the rf quadrupole characterize the static trap properties. The dynamic attributes are defined by the strength and energy of the radial and axial motional frequencies and the trap depth. The trap geometry of the radial cross section (Fig. 2.5a) is similar to a standard four rod linear Paul mass filter [Pau55]. The aspect ratio of the storage region by 4:1 leads to a de-
formed pseudopotential with different secular frequencies for the principal axes $e_1$ and $e_2$. At the narrowed adjacent processing zone with a ratio of 2:1 both secular frequencies move nearer to degeneracy. The design supports the optical access and loading of the trap by a thermal beam, but weakens the effective trap depth in the loading zone. Because of its asymmetric geometry the microfabricated ion trap is more suitable for operations on linear ion chains confined at the linear trap axis than experiments with large three-dimensional ion crystals.

The geometric factor $\alpha$ determines the quadrupole potential strength and is calculated to $\alpha = 0.52 \cdot 10^7 \text{m}^{-2}$. The processing region shows a stronger confinement with $\alpha = 1.99 \cdot 10^7 \text{m}^{-2}$. Under typical operating conditions, the dimensionless stability parameter $q = 2eU_{rf}/m\Omega^2$ results in $q = 0.28$ for the storage region. An averaged secular frequency $\omega_{\text{rad}} = (2\pi) 2.52 \text{MHz}$ is expected. The axial potential along the trap axis is calculated in a numerical three-dimensional electric potential simulation (Fig. 2.5b). The requirements for a fast ion transport are deep axial potentials with moderate control voltages and a large spatial overlap of the axial potentials from adjacent electrode pairs. The peak widths at half-height of the axial potentials are 500$\mu$m at the storage region (250$\mu$m segment width) and 264$\mu$m at the loading region (100$\mu$m segment width). For the wider segments of 250$\mu$m in the storage zone, the trap allows a tight confinement with an axial frequency of 1.20MHz at 5V only.
2.3 Planar microchip trap design

The surface-electrode trap design is fundamentally different from three-dimensional linear Paul traps. The planar trap electrodes are located on a flat surface, providing an oscillating quadrupole potential above the surface in free space - but shallower and more anharmonic compared to the multi-layer designs. The design supports the facile fabrication using standard single-layer lithography techniques. The functional principle is investigated using analytic expressions [Chi05, Rei06b, Hou08, Wes08] for a basic understanding. Several surface-electrode traps with simple linear geometries are tested experimentally [Sei06, Bri06, Bro07, Lei07, Lab08a] - the planar trap operation is limited to a single axial potential so far. Experiments using scalable linear surface-electrode ion traps with multiple adjacent axial zones for quantum information science are not realized by now.

![Figure 2.6: Pseudopotential cross sections of a surface-electrode trap model](image)

The deviation of the electric potentials of a surface-electrode trap compared to a three-dimensional Paul mass filter setup is obvious (Fig. 2.6). The pseudopotential at the cross section is plotted along the principal axes of motion of the symmetric five-electrode design. The dynamical confinement parallel to the surface in x-direction is highly symmetric (Fig. 2.6a). The asymmetric shape of the pseudopotential perpendicular to the surface in y-direction (Fig. 2.6b) illustrates the weak confinement and the primary loss channel. The trap depth is determined by the electrode geometry, mainly affected by the aspect ratio d/e and the distance of the rf electrodes. In a further numerical optimization the pseudopotential maximum in y-direction...
may be enhanced to increase the trap depth. The confinement including the rf node perpendicular to the trap electrodes is about one order of magnitude smaller than parallel to the surface. The highly asymmetric potential leads to a splitting of the secular frequency in two components [Sei06].

Using a symmetric trap geometry the Doppler cooling of the trapped ions is limited technically almost to a single principal axis directed parallel to the surface. A cooling of the perpendicular motional component is impossible because of the Doppler cooling laser parallel to the trap electrodes. A slight asymmetric rf electrode geometry effects a tilt of the principal axes to allow Doppler cooling in both directions [Chi05, Sei06]. The modified pseudopotential shows a displacement of the rf node in x-direction with a lowered trap depth and a torsion of the electric potentials caused by the electrode asymmetry. This leads to a tilt of the principal motional axes parallel to the trap surface, but the functional principle of a planar trap is remaining. The asymmetric four-electrode design is realized experimentally with a single control electrode at a dedicated side [Sei06], but in a non-segmented axial trap design. Prospectively scalable linear trap designs with multiple independent axial segments (Fig. 2.7) are favoured by a pair of control electrodes at both sides of the radial cross section, even allowing asymmetric electrode geometries for enhanced Doppler cooling.

Figure 2.7: Numerical radial field simulations of the fabricated linear planar trap: (a) Transverse cross-section of the quadrupole potential corresponding to \( U_{\text{rf}} = 250\text{V}_{\text{pp}} \). The trap center (indicated by the cross) with the principal axes of motion \( e_1 \) and \( e_2 \) is shown. Equi-potential lines from 10V to 240V with a regular increment of 10V and an additional line at 92V illustrate the quadrupole-shaped potential. (b) Corresponding pseudopotential to (a) for a \(^{40}\text{Ca}^+\) ion trapped at \( \Omega = (2\pi) \times 21\text{MHz} \). The trap depth is 0.225eV and the trap center is located at \( h = 246\mu\text{m} \) above the trap surface. Equipseudopotential lines from 0.15eV to 0.6eV with a regular increment of 50meV and an additional line at 0.23eV show the main loss channel respective the weak trap confinement perpendicular to the surface.
2.4 Trap design optimization

The numerical optimization of the trap electrode geometry is illustrated on the example of the two-dimensional microchip trap (Fig. 2.8a). The electric trapping potentials are calculated separately at the two-dimensional radial cross section (Fig. 2.8b) and the one-dimensional linear trap axis based on the trap electrode geometry (Fig. 2.8c). Ideally, a pure radial dynamical quadrupole potential is reproduced approximately by the geometry of the trap electrodes as well as a static harmonic axial confinement parallel to the linear trap axis. Optimizing the electrode design of the ion trap, higher-order anharmonic terms of the trapping potential can be eliminated completely to avoid additional motional sideband excitation and power loss. The design objectives contain the optimal dimensions and aspect ratios of the trap structure and the optimal electrical trap parameters.

![Figure 2.8: Geometric model of the two-layer microchip trap: (a) The segmented dc electrodes (gray) are located at a different layer together with a single unsegmented rf electrode (black). The rf voltage is applied at the two rf electrodes for the radial confinement, the static voltages for the axial confinement are chosen for each dc electrode separately. (b) The two electrode layers have a thickness t and are spaced by the distance s. The length of the trapping electrodes is w, the rf electrode and the segmented dc electrode are separated on each layer by the gap g. (c) The dc electrode segments are of the length k and separated by the gap h. The linear trap symmetry axis is later denoted as the x- or axial direction.](image)

The radial trap geometry (Fig. 2.8b) is designed for a high secular frequency $\omega_{\text{rad}}$ to achieve a tight dynamical confinement of the trapped ions within the Lamb-Dicke regime. The radial confinement is characterized typically by frequencies of several MHz and should be achieved with moderate voltages on the trap electrodes of several hundred volts. The breakdown voltage caused by the fabrication technology and the width of the electrode gaps limits the operation range for the rf trap drive [Chi05, Sti06]. Additionally the anharmonicity of the radial trapping potential is avoided by numerical optimizations. From the fact that linear traps with optimized electrode shapes have been shown to load large crystals of ions [Mor06], the
loading rate and storage lifetime is improved by reducing non-harmonic contributions to the potential. Especially for a large stability parameter \( q \) at high trap drive voltages, non-linear resonances enforcing ion loss have been observed [Alh95, Alh96]. This confirms that even small anharmonicities are relevant in the case of large crystals.

In order to maintain the linear appearance of the ion crystals (Fig. 2.8c), the axial trap frequencies have to be lower than the radial frequency. Nevertheless, the axial frequencies should exceed a few MHz. Then cooling techniques are simpler [Esc03], gate operations may be driven faster and a faster adiabatic transport of ions may be realized [Sch06]. Ion transport between axial segments requires a fast update rate of the trap control voltages on the order of several \( \mu s \). The fast voltage control by commercial high-speed digital-to-analog converters limits the voltage range to approximately \( \pm 15V \), which is considered at the scaling of the trap dimensions. Furthermore, scalable algorithms requires to split off single ions from linear crystals and merge them again throughout the operation of a segmented ion trap quantum computer. The generation of highly non-harmonic axial potentials is fundamental for splitting and merging operations [Hom06a]. The axial potential with an anharmonic shape is composed out of the potentials of adjacent control electrodes.

2.4.1 Higher-order anharmonicities

The quadrupole approximation of the radial potential is inaccurate if the electrode shape deviates strongly from the ideal hyperbolic form. As a result, anharmonicities and coupling terms appear inside the stability region [Alh95, Alh96]. As the radio frequency voltage is portioned to various higher-order terms and not only to the quadrupole contribution of the potential, a loss of the trap stiffness \( \alpha = \alpha_2 \) is observed. For simplicity the static potential \( U_{dc} \) is set to zero - the anharmonicity of the pseudopotential at the radial cross section is characterized along the two principal axes of motion. The leading terms of the polynomial expansion are specified by the radial coordinate \( r^2(y, z) = y^2 + z^2 \) of the cross section,

\[
\phi(r(y, z), t) \propto \sum_k \alpha_k \cdot r^k.
\]

The odd-numbered terms of anharmonicity \( \alpha_1, \alpha_3, \ldots \) are excluded here, and the potential offset \( \alpha_0 \) is ignored. The optimization of the radial trap potential leads to a suppression of the higher-order potential contribution, such that the leading non-harmonic contribution \( \alpha_4 \) is minimized. Based on the radial optimized geometry the static axial potential at the linear symmetry axis \( x \) is analogously expanded,
The shape of the axial potential is determined by the segmented electrode geometry, especially the axial width of the control electrodes. An optimal axial confinement of the ion requires a maximum quadratic term $\beta = \beta_2$. The single ion transport is facilitated by a large potential overlap of adjacent segments - for the splitting operation of a two-ion crystal ending in spatial separated axial potentials, a electric potential with a maximum quartic term $\beta_4$ and minor quadratic contribution $\beta_2$ is suggested [Hom06a].

The relevant parameters of various three-dimensional linear ion traps (Tab. 2.1) illustrate the frequency range, trap depth and stability parameters based on the electrode geometry. The Aarhus hexapole design with endcaps [Dre98] and the Innsbruck blade design [Sch03] show a traditional macroscopic approach of a mm-sized linear trap design without segmentation of the control electrodes. The Michigan trap designs, the microstructured three-layer trap [Hen06] and the semiconductor two-layer trap [Sti06], represent the progress in the miniaturization of linear ion traps. The numerical simulation and optimization of the radial and axial trapping potentials cover the parameter range for microstructured ion traps:

<table>
<thead>
<tr>
<th></th>
<th>[Dre98]</th>
<th>[Sch03]</th>
<th>[Hen06]</th>
<th>[Sti06]</th>
<th>simul.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$R$ [\mu m]</td>
<td>1750</td>
<td>800</td>
<td>100</td>
<td>30</td>
<td>89</td>
</tr>
<tr>
<td>$\alpha$ [m$^{-2}$]</td>
<td>$1.6 \cdot 10^5$</td>
<td>$3.9 \cdot 10^6$</td>
<td>$2.2 \cdot 10^7$</td>
<td>$4.7 \cdot 10^8$</td>
<td>$5.3 \cdot 10^7$</td>
</tr>
<tr>
<td>$\Omega/2\pi$ [MHz]</td>
<td>4.2</td>
<td>23.5</td>
<td>48.0</td>
<td>15.9</td>
<td>50.0</td>
</tr>
<tr>
<td>$U_{rf}$ [V]</td>
<td>2 · (50 .. 150)</td>
<td>700</td>
<td>8</td>
<td>120</td>
<td></td>
</tr>
<tr>
<td>$q$</td>
<td>0.2 .. 0.6</td>
<td>0.6</td>
<td>0.3</td>
<td>0.6</td>
<td>0.3</td>
</tr>
<tr>
<td>$\omega_{rad}/2\pi$ [MHz]</td>
<td>0.3 .. 0.8</td>
<td>5.0</td>
<td>5.0</td>
<td>4.3</td>
<td>5.0</td>
</tr>
<tr>
<td>$\omega_{ax}/2\pi$ [MHz]</td>
<td>$\leq 0.4$</td>
<td>1.0</td>
<td>2.5</td>
<td>1.0</td>
<td>2.5</td>
</tr>
<tr>
<td>$\Delta$ [meV]</td>
<td>$\leq 10^5$</td>
<td>1000</td>
<td>80</td>
<td>300</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Trap design comparison of several linear ion traps: The geometric trap size $R$ given by the minimal distance between the ions position and the electrode surface and the quadratic geometry factor $\alpha$ of the radial cross section describes the Paul trap characteristics based on the trap geometry. The trap drive frequency $\Omega$ and voltage $U_{rf}$ determines the $q$-parameter and the frequency $\omega_{rad}$ of the secular motion. The axial frequency $\omega_{ax}$ illustrates the static confinement parallel to the linear trap axis, the overall trap depth $\Delta$ summarizes the confinement of a single ion. The results of the trap simulation are compared with existing linear Paul traps used in quantum optics experiments with different ion species.
2.4.2 Radial optimization

At first the pure radial confinement of the linear trap is optimized (Fig. 2.8b). The width \( g \) of the slit is varied and the two-dimensional electric potential is calculated numerically. The electrode distance is fixed to a thickness of a standard commercial alumina wafer of \( t = 125 \mu m \) which is used as a spacer between the two electrode layers. The variable parameter for the optimization is the slit width of the laser cut at the trap chips, respectively the distance between the rf and dc electrodes at the same layer. The radial confinement increases with a narrower slit. Interestingly, the radial potential for the two-layer electrode design is almost harmonic since the fourth order parameter \( \alpha_4 \) is nearly vanishing for \( g > 110 \mu m \). For a slit width of \( g = 126 \mu m \) the secular frequency of \( \omega_{\text{rad}} = (2\pi) \) 5MHz is obtained for \(^{40}\text{Ca}^+\) at a trap drive voltage of 240V\(_{pp}\) and a drive frequency of \( \Omega = (2\pi) 50\text{MHz} \).

![Figure 2.9: Numerical simulation of the radial trap stiffness and anharmonicity of the trap potential as function of the slit width \( g \): (a) The quadrupole coefficient \( \alpha_2 \) decreases with increasing slit width. (b) Starting at a small gap, the contribution of the anharmonicity parameter \( \alpha_4 \) decreases with bigger gap size. Simultaneously the trap stiffness \( \alpha_2 \) is lowered. The ratio between the first anharmonicity coefficient \( \alpha_4 \) and \( \alpha_2 \) shows the harmonic optimum at a slit width of \( g = 126 \mu m \) (dashed line), corresponding to a quadrupole parameter of \( 5.5 \cdot 10^7 \text{m}^{-2} \).](image)

The result (Fig. 2.9) of the optimization illustrates the empirical constraint of \( g/t \geq 4/5 \) for a non-significant contribution of the anharmonicity \( \alpha_4 \). The non-linear progression of the trap stiffness \( \alpha_2 \) to a smaller gap size \( g \) regarding this constraint covers a broad range of technical realizable aspect ratios. Comparing the electrode geometry of the fabricated microchip trap with the numerical simulations, the slit is decreased from 500\( \mu m \) to 250\( \mu m \) from the storage to the processing zone, the trap stiffness may be increased by one order of magnitude ending with a slit size of 126\( \mu m \). Then technical limitations like laser background scattering for detection and a dynamical q-adaption by varying the trap drive voltage have to be considered.
2.4. TRAP DESIGN OPTIMIZATION

2.4.3 Axial optimization

The optimization of the axial potential determines the performance of ion shuttling operations. Additional requirements are the generation of deep axial potentials even with moderate control voltages and the capability of the splitting of a linear two-ion crystal ending with spatial separated ions located at distinct potential minima.

At first the axial trap frequency $\omega_{ax}$ is maximized by the variation of the segment width $k$ at a constant spacing of $h = 30\mu m$ (Fig. 2.10). The three-dimensional numerical calculated electric potential is more shallow for larger control electrodes, and for a very short width $k$ the electric potential falls rapidly off from the electrode tips resulting in a weak confinement. The maximum axial trap frequency is achieved for a segment width of $k = 70\mu m$, the radial cross section is characterized by the optimized gap size of $g = 126\mu m$. Changing the size of the segment width $k$ by 50% results in a 20% variation of $\beta_2$ which is easily compensated by the control voltages.

**Figure 2.10:** Numerical simulation of the axial trap stiffness and anharmonicity of the trap potential: (a) At the maximum of the coefficient $\beta_2$ the trap potential is anharmonic. By increasing the segment width $k$, the anharmonicity coefficient $\beta_4$ converges to zero (b), but the quadrupole coefficient is reduced strongly. At a segment width near $160\mu m$ the trap potential is nearly harmonic because of the vanishing anharmonicity parameter $\beta_4$.

The storage and processing of single ions requires a different electrode configuration compared to the realization of efficient transport operations. For ion shuttling, a large overlap of the axial electric potentials is important. The storage operation is obtained by biasing two adjacent electrode pairs with an equal voltage to obtain a virtually a larger electrode. Due to the smaller segmentation an enhanced overlap of the individual potentials is provided for the transport operations. An optimal effective segment width is determined by minimizing the anharmonicity term $\beta_4$. The fabricated microchip trap is realized with a segment width of $k = 250\mu m$ in the storage and $100\mu m$ in the processing region.
2.5 Ion shuttling operations

Detailed simulations for large-scaled quantum processors show that up to 99% of the operating time for quantum algorithms will be spent with transport processes [Chu]. The time required for the transport should be reduced to improve the gate times and reduce the decoherence processes. In recent experiments [Row02, Lei05, Hub08] the shuttling has been carried out within the adiabatic limit, such that the time required for the transport by far exceeds the oscillation time of the ion in the axial potential. It is a common misbelief that this adiabatic transport is necessary to avoid the excitation of vibrational quanta. The fast and non-adiabatic single ion shuttling is investigated by applying classical optimal control theory.

Starting with realistic numerical simulated axial potentials, the optimized transport is characterized by none excitation of oscillating motional degrees of freedom, even though the transport speed exceeds the adiabatic regime. A single ion transport is achieved within roughly two oscillation periods in the axial trap potential, compared to typical adiabatic transports including an order of $10^2$ oscillations.

Certainly, non-optimized fast transport of qubit ions followed by sympathetic cooling of a different ion species [Bar03, Dre04] would be an alternative strategy. However, the necessary cooling time increases the overall computational time. First experiments show that the qubit coherence is maintained during a transport, but that the vibrational quantum state may typically not be well-conserved after a fast shuttle of the ions. This impedes further qubit operations.

2.5.1 Non-adiabatic heating sources

The transport is calculated starting at the center of a control electrode pair. The trap design is adapted from the two-layer microchip trap design (Fig. 2.8). The single ion shuttling ends at the center of the next electrode pair - the simulation can be scaled up adequately to larger shuttling protocols. The goal of the optimization is a decrease of the transport time below the limit of adiabaticity, such that the transport is finished within a single oscillation period only - with the constraint to avoid vibrational excitation. The micromotion on the linear trap axis is neglected, the ion is moved in the radial rf node. The potential minimum caused by the control electrodes is shifted by changing the dc voltages $u_i(t)$ (Fig. 2.11). Intuitively, a smooth acceleration and deceleration for the ion is advantageous. The non-adiabatic heating due to the fast transport has to be minimized.

The non-adiabatic heating sources appears for transports on a timescale of the axial trap frequency and are characterized as a classical displacement error, wavepacket dispersion heating and parametric heating. The classical displacement error describes the deviation between the ions position and the
potential minimum - in the classical point of view the ion starts oscillating and at the end of the transport excess energy is remaining. In the quantum picture it corresponds to the buildup of a non-vanishing displacement during the transport. The wavepacket dispersion heating is originated by the anharmonicity of the axial potential, which results in vibrational excitation. The effect is nonsignificant here, because the spatial extension of the wavepacket is about 10nm to 20nm and the undisplaced wavepacket senses hardly potential anharmonicities generated by 50µm sized electrodes. The source of parametric heating is significant, if the wavepacket width can’t follow the variation of the axial frequency $\omega_{ax}$ adiabatically. Then parametric heating to higher vibrational states will occur.

2.5.2 Non-adiabatic transport optimization

The optimization algorithm deals with the minimization of the classical displacement error by applying optimal control techniques [Kir04]. The single ions axial trajectory is optimized regarding to the entirely classical error source, such that the cost function - weighting the phase space displacement after the transport - is minimized (Fig. 2.11). The parametric heating is suppressed by an appropriate initial guess which keeps the trap frequency perfectly constant. This is achieved by a variable transformation from $u_{1,2}(t)$ to new parameters that allow to decouple the strength of the potential and its minimum position (Fig. 2.13). Starting now the optimal control method yields a solution that reduces the displacement error. Since the control parameters are modified slightly by the optimization algorithm [Cal04, Dor05], the parametric heating and also the wavepacket dispersion heating are negligible.

Figure 2.11: Initial guess (a) and residual optimization (b) for the transport between two electrode pairs: The single ion transport begin at the start electrode (orange) at 0µs and stops at the target electrode (gray) at 8µs. The residual optimized control voltages are given with respect to the time-dependent initial guess voltages.
The calculation method is derived from a variational principle with unbounded controls and fixed final time [Kir04]. The axial motional state of the single ion is confined in the ground state\(^2\) and is represented by \(\tilde{\xi}(t) = (x, v)\) in a two-dimensional phase space. The equation of motion follows to

\[
\dot{\tilde{\xi}} = \tilde{a}(\tilde{\xi}, \{u_i\}) = \left( -\frac{1}{m} \sum_i \frac{v}{\partial x} V_i(x) u_i(t) \right), \tag{2.9}
\]

with \(i = 1, 2\) for both electrode pairs and \(V_i(x)\) as the normalized electrode potentials. The goal is to find the time-dependent control voltages \(u_i(t)\) to move the single ion from the center of first electrode to the second electrode center. We desire to have the ion at rest after the transport process. The performance of a given control field is judged by the cost function

\[
h(\tilde{\xi}(t_f)) = \alpha (x(t_f) - x_f)^2 + \beta v(t_f)^2, \tag{2.10}
\]

which measures the phase space displacement at the final time \(t_f\). The constants \(\alpha\) and \(\beta\) weight the contributions to each other. The equation of motion (2.9) is a constraint for all times \(t\), so the following cost functional is obtained by

\[
J(\tilde{\xi}, \tilde{\xi}_p, \{u_i\}) = \int_0^{t_f} \frac{\partial h}{\partial \tilde{\xi}} \cdot \dot{\tilde{\xi}} + \frac{\partial h}{\partial \tilde{\xi}_p} \cdot \left( \tilde{a}(\tilde{\xi}, \{u_i\}) - \dot{\tilde{\xi}} \right) dt
\]

with the costate vector \(\tilde{\xi}_p = (x_p, v_p)\) as a Lagrange multiplier in order to guarantee that the optimization result obeys the equation of motion. The time dependence of all variables has been dropped in the notation. For an optimal control field, \(\delta J = 0\) has to hold, therefore the variational derivatives with respect to \(\tilde{\xi}, \tilde{\xi}_p\) and \(\tilde{u}\) have to vanish. The derivative with respect to \(\tilde{\xi}_p\) restores the equations of motion for the state vector, the derivative with respect to \(\tilde{\xi}\) yields equations of motion for the costate vector:

\[
\dot{\tilde{\xi}}_p = -\frac{\partial \tilde{a}}{\partial \tilde{\xi}} \cdot \tilde{\xi}_p \Rightarrow \dot{x}_p = v_p \frac{1}{m} \sum_i \frac{\partial^2 V_i(x)}{\partial x^2} u_i, \quad \dot{v}_p = -x_p \tag{2.11}
\]

The variation of \(J\) with respect to the control field leads to an additional algebraic equation:

\[
\frac{\partial \tilde{a}}{\partial u_i} \cdot \tilde{\xi}_p = 0 \Rightarrow -\frac{1}{m} \frac{\partial V_i(x)}{\partial x} v_p = 0. \tag{2.12}
\]

The boundary condition \(|\partial h/\partial \tilde{\xi}|_{t_f} = 0\) for \(\tilde{\xi}_p\) is derived by variation with respect to the final state. If the ion starts centered in the potential well

\(^2\)The calculation is valid also for thermal and coherent states with modest excitation.
of the first electrode pair, the set of boundary conditions for the state and costate vector reads

\[ x(0) = 0 \ , \ v(0) = 0 \ , \ x_p(t_f) = 2 (x - x_f) \ , \ v_p(t_f) = 2 v \ . \]  \hspace{1cm} (2.13)

The equations (2.9), (2.11) and (2.13) together with (2.12) represent a system of coupled ordinary nonlinear differential equations with split-ted boundary conditions, i.e. for two of the variables, initial conditions are given whereas for the other two, the values at the final time are specified. This makes a straightforward numerical integration impossible. The system is therefore solved in an iterative manner by means of a gradient search method. The scheme of this steepest descent algorithm is as follows:

1. Choose an initial guess for the control field \( u_i(t) \).
2. Propagate \( x \) and \( v \) from \( t = 0 \) to \( t = t_f \) while using \( u_i(t) \) in the equations of motion. At each time step \( x(t) \) is saved.
3. Determine \( x_p(t_f) \) and \( v_p(t_f) \) according to (2.13).
4. Propagate \( x_p \) and \( v_p \) backwards in time from \( t = t_f \) to \( t = 0 \). At each time step, save the value of \( v_p(t) \).
5. For each time step, the control field with the voltage \( V_1 \) at the first electrode is updated according to

\[ u_i^{\text{new}}(t) = u_i^{\text{old}}(t) + \tau \ v_p \left( \frac{1}{m} \frac{\partial V_1(x)}{\partial x} \right) \]  \hspace{1cm} (2.14)

6. Repeat steps 2 to 5 until the specified fidelity is reached.

The gradient search step width \( \tau \) and the parameters \( \alpha \) and \( \beta \) are chosen empirically in equation (2.14). If it is too small, the algorithm converges too slowly, if it is too large, the algorithm starts to oscillate. For the presented results the following values \( \alpha = 10, \beta = 1 \) and \( \tau = 5 \cdot 10^{-8} \) are chosen. The algorithm converged at about 200 iterations. The initial guess of the control field provides a smooth and symmetric acceleration and deceleration of the ion (Fig. 2.11a), the potential minimum coincides exactly with the desired positions at the initial and final time:

\[ u_0^{(0)}(t) = \begin{cases} V_0 & \text{for } t \leq 0 \\ V_0 \sin^2 \left( \frac{\pi t}{2\Delta t} \right) & \text{for } 0 < t \leq \Delta t \\ 0 & \text{for } t > \Delta t \end{cases} \]  \hspace{1cm} (2.15)

\[ u_1^{(1)}(t) = V_0 - u_0^{(0)}(t) \]
Figure 2.12: Phase space inspection and optimization results: (a) The phase space trajectories in the frame of the co-moving with the potential minimum are shown for the iteration $0, \ldots, 100$. The ion arrives close to the phase space origin. (b) Indicated is the excess energy as a function of the transport time. The final displacement describes the energy in vibrational quanta. The heating of a single phonon (dashed gray line) permits the discrimination to non-adiabatic behavior referring to the parametric heating. The phase space displacement for the initial guess and the improvement for the optimized control voltages are shown (circles).

In principle, other initial guess voltages like Gaussian waveforms can be used as well. The reference voltage is $V_0 = -0.1V$, corresponding to $\omega_{ax} \approx (2\pi) 0.5MHz$ at the initial and final potential. The discrete time step is sized to $\Delta t = 8\mu s$, the total shuttling time lasts from $-1\mu s$ to $9\mu s$. Regarding to the ion heating due to anharmonic dispersion, the system is described quantum mechanically by a Hamiltonian of a harmonic oscillator with an anharmonic dispersion:

$$H_0(t) = \frac{p^2}{2m} + \frac{m \omega_{ax}(t)^2}{2} (\hat{x} - x_0(t))^2 + \kappa(t)(\hat{x} - x_0)^4$$

Without the temporal variation of $\omega_{ax}$ and the anharmonicity $\kappa(t)$ of the potential, the solution of the time-dependent Schrödinger equation is a coherent state $|\alpha(t)\rangle$, where the displacement parameter $\alpha(t)$ is inferred from the classical trajectory. Anharmonic dispersion of a wavepacket occurs at a timescale given by $T_{rev}/(\Delta n)^2$ [Tan06], with the revival time

$$T_{rev} = 2\hbar \left( \frac{d^2E_n}{dn^2} \right)^{-1}$$

and the spread over the vibrational levels $\Delta n = \alpha(t)$. The shift of the energy levels $E_n$ induced by the anharmonic contribution causes a finite dispersion time and can be calculated in first order stationary perturbation theory:
\[ \Delta E_n(t) = \frac{5}{4} \frac{\hbar^2 \kappa(t)}{m^2 \omega_{ax}(t)^2} n^2. \]

A generalized dispersion parameter can be defined - if this parameter is sufficiently small, anharmonic dispersion will not contribute to heating:

\[ \int_0^{t_f} dt \frac{\Delta n^2}{T_{rev}} = \frac{5 \hbar}{4 \pi m^2} \int_0^{t_f} dt \frac{\kappa(t) |\alpha(t)|^2}{\omega_{ax}(t)^2}. \]

In a quantum mechanical estimate of non-adiabatic heating the evolution of the wavepacket width is investigated, whether it follows adiabatically with the axial harmonic frequency \( \omega_{ax}(t) \). If the adiabatic theorem is fulfilled,

\[ h \langle \phi_m(t) | \dot{\phi}_n(t) \rangle \ll |E_n(t) - E_m(t)|, \]

transitions between eigenstates can be neglected. The parametric time dependence of the eigenstates in 2.17 is the implicit time dependence via \( \omega_{ax}(t) \). The following non-vanishing matrix elements are found:

\[ \langle \phi_{n+1} | \phi_n \rangle = \frac{\dot{\omega}_{ax}}{\sqrt{2\pi} \omega_{ax}} \sqrt{n} \sqrt{n+1} \]  
\[ \langle \phi_{n+2} | \phi_n \rangle = \frac{\dot{\omega}_{ax}}{4 \omega_{ax}} \sqrt{(n+1)(n+2)} \]

and similar expressions for \( m = n - 1, n - 2 \). Thus, parametric heating can be neglected if

\[ n^{3/2} \frac{\dot{\omega}_{ax}}{\omega_{ax}^2} \ll 1. \]  
\[ (2.18) \]

Numerical evaluation of the matrix elements yields the result, that the adiabatic condition is fulfilled for \( n = 0 \), but is clearly violated for high \( n \) occurring for large excursions of the wavepacket, for example \( \bar{n} \approx 2000 \) for \( \Delta x = 1 \mu m \) at a transport time of 10\( \mu s \) (Fig. 2.12).

Therefore the optimization strategy has to be refined to keep the axial frequency \( \omega_{ax}(t) \) constant (Fig. 2.13). The control voltages are symmetric, so one control degree of freedom can be sacrificed. Then the initial guess voltages (2.16) are normalized to a constant \( \dot{\omega}_{ax} = 0 \) before the optimization. The optimization process leads to variations in \( \omega_{ax}(t) \) that are negligibly small - typically leading to maximum values of \( \dot{\omega}_{ax}/\omega_{ax}^2 \) on the order of \( 10^{-5} \). The adiabatic theorem is fulfilled according to (2.18) even after the optimization algorithm has cured the classical phase space displacement heating. This is in strong contrast to the unconstrained, previous guess function, where we obtain \( \dot{\omega}_{ax}/\omega_{ax}^2 \approx 10^{-2} \). It should be noted that parametric heating can be completely suppressed as well as for the optimized control voltages. This can be achieved by changing the set of control parameters to \( \bar{u}_1 = u_1 + u_2 \)
and $\tilde{u}_2 = u_1/\tilde{u}_1$. The parameter $\tilde{u}_2$ is directly related to the instantaneous potential minimum $x_0$. If $\tilde{u}_2$ is incorporated in the optimization only, $\tilde{u}_1$ can be readjusted at each step to keep $\omega_{ax}$ constant.

The optimization results for the improved initial guess voltages are shown in Fig. 2.14. The transport time could be reduced to $5\mu$s which corresponds to roughly two oscillation periods. For the improved guess function the wavepacket dispersion appears now as the dominant heating source. This process could be suppressed either by further geometric optimization of the trap segments or by including a corresponding additional term into the cost function of the optimization routine. Further the unwanted heating can be suppressed by many orders of magnitude by the application of appropriate time-dependent control voltages.

![Figure 2.13: Initial guess voltages normalized to constant axial trap frequency. The start electrode (orange) and the end electrode voltage (gray) are compared to the old initial guess voltage (dashed). The dynamics of the potential minimum is unaffected by the normalization.](image)

Technically, this could be achieved by using fast high-resolution digital-to-analog converters. The small correction voltages obtained from the optimization algorithm might represent a problem, however a 16bit converter allows a discretization of roughly $1.5\mu$V for a maximum voltage change of $0.1V$. The robustness of the solution is checked against noise by calculating the trajectories with white noise of variable level added on the voltages. A quadratic dependence of the excess displacement on the noise level is found. The deviation of the final displacement from the noise-free case was negligibly small at a noise level of $20\mu$V. Experimental values for non-adiabatic heating effects in ion transport are given in [Row02]. The comparison with our theoretical values is hampered by the fact that these measurements have carried out at higher axial trap frequency and the lighter ion species $^9\text{Be}^+$, but on a much longer transport distance of 1.2mm. However, low heating rates were obtained in those experiments only if the transport duration corresponds to a relatively large number of about $\simeq 100$ trap periods, whereas in our case, a transport within only two axial periods was simulated.
2.5. ION SHUTTLING OPERATIONS

Figure 2.14: Optimization results with improved initial guess: (a) The ion arrives close to the phase space origin. The optimization is calculated for a transport time of 5µs - corresponding to about two axial oscillation periods in the harmonic trap potential. (b) Non-adiabatic effects versus transport time for the improved initial guess voltages. The final displacement (orange) and the dispersion parameter (gray) is shown (old initial guess is grayed), parametric heating is not relevant anymore. The improved initial guess allows a transport time of 5µs and an optimization of about eight orders of magnitude in classical phase space displacement. Now, with a few µs transport time, anharmonic dispersion becomes the predominant heating source.

The optimization of ion transport beyond the speed limits given by the anharmonic terms of the trapping potentials and parametric heating would be most efficient if a full quantum mechanical equation of motion will be employed. Quantum mechanical optimal control methods are based on the same variational principle as presented for a classical problem, with the only difference that the terms in the penalty functional are functionals on Hilbert space. Algorithms for quantum mechanical optimal control are well developed and were applied to a variety of problems [Skl02, Cal04].

In this case however, the application of quantum mechanical optimal control was not yet possible for simply a technical reason: The iterative solution via repeated solution of the Schrödinger equation over distances on the order of 200µm and time intervals on the order of 20µs takes too much computational effort. On the other hand, it is obvious that for the typical potentials of Paul traps, the possibility to exert quantum control on the system is very restricted since the wavefunction of the ion mainly senses a harmonic potential. The classical approach is therefore well suited to the problem.

The application of quantum mechanical optimal control methods also opens new possibilities, for example the control voltages could be used to devise schemes for quantum computational gates. In this case, the target wave function for the optimization routine could be the first excited motional
state or even a superposition of different motional Fock states. To fulfill this aim, anharmonic contributions to the trapping potentials are crucial. Another promising strategy that could be employed to avoid heating during ion transport is the closed loop control technique. Here, the experimental results are fed back into an evolutionary algorithm to obtain improved values of the control parameters. The heating rate can be measured by comparing the strengths of the red and blue motional sidebands after the transport process [Roo99]. The key problem for applying closed loop control to ion shuttling is the appropriate parametrization of the control voltages in order to keep the parameter space small.

This work has started to apply the optimal control theory for ion trap based quantum computing. Not only the motion of ions between trap segments, but the entire process including shaped laser pulses [Gar03] and motional quantum state engineering might be improved with this technique.
Chapter 3

$^{40}$Ca$^+$ as the qubit candidate

For ion trap operation and characterization the ionized isotope $^{40}$Ca$^+$ is used as the qubit candidate. The ions are generated by photoionization from an effusive thermal beam of neutral calcium. The calcium isotope $^{40}$Ca is the most naturally occurring isotope with 97% - pure Calcium is artificially because of its exceptional chemical reactivity. In an ultra high vacuum environment the solid calcium with the lowered vapor pressure is evaporated at temperatures of $> 350^\circ$C.

The optical level scheme of the $^{40}$Ca$^+$ isotope (3.1) for quantum state readout and qubit initialization is accessible with commercial diode lasers. In contrast to many other ion species used in quantum information processing no dye laser or solid state laser, nor a high power pump laser is required, so all optical transitions are operated using diode laser systems. For the photoionization of the neutrals two diode lasers are used, the Doppler transitions of the ion are driven by three diode lasers. Two different ways for qubit preparation (3.2) of an optical or spin qubit are presented - with a tapered amplified diode laser at the quadrupole transition for an optical qubit, or optionally with a frequency-doubled tapered amplified diode laser driving Raman transitions at the Zeeman sublevels of the ground state for a spin qubit.
3.1 Level scheme and transition parameters

The atomic properties of the $^{40}\text{Ca}^+$ ions are founded by the absent nuclear spin, that leads to a nonexisting hyperfine structure like the other isotopes except $^{43}\text{Ca}^+$, which has a nuclear spin of $7/2$. The electronic configuration of the ion is similar to the neutral earth alkali metals, here with a single additional electron close to the nobel gas configuration of Argon.

The characteristic properties of the earth alkali metals with the unoccupied $3^2\text{D}$-levels of the lower shell among the $4^2\text{S}$- and $4^2\text{P}$-levels result in a hydrogen-like configuration (Fig. 3.1). The 3-level system has a $\Lambda$-configuration with the $D_{3/2}$, $D_{5/2}$ and $S_{1/2}$ levels coupled by dipole transitions to the common levels $P_{1/2}$ and $P_{3/2}$. The $D_{3/2}$ and $D_{5/2}$ levels are metastable and the $S_{1/2}$ level is the ground state, so by an excitation with equal frequency detuning of both dipole transitions to the $P_{1/2}$ level a coherent superposition of the two lower levels $S_{1/2}$ and $D_{3/2}$ can be generated. Because of the Raman-type coherent excitation the common level remains unpopulated and the fluorescence is suppressed for an equal detuning. In the fluorescence spectrum of the $S_{1/2} \leftrightarrow P_{1/2}$ transition a dip called dark resonance appears. The shape and width of this Raman resonance is determined by the linewidth and power of the lasers driving both Doppler transitions. Respecting the Zeeman sublevels of the $\Lambda$-system, the ground state $S_{1/2}$, the metastable state $D_{3/2}$ and the $P_{1/2}$ level has two, four and two components, respectively. The 12 transitions dependent by the polarization of an existing magnetic field result in 8 detectable Raman resonances because of four degenerate transitions.

![Figure 3.1: Level scheme and different qubit systems for $^{40}\text{Ca}^+$: (a) The lowest energy levels define the relevant transitions based on the electronic ground state $4^2\text{S}_{1/2}$. A single UV laser at 397nm and three lasers at 729nm, 854nm and 866nm control the level population, the state detection is located in the UV range at 393nm. (b) The Zeeman energy splitting in a magnetic field is shown depending on the magnetic quantum number $m_J$ (gray) and the individual Landau factor $g_J$ for each level. The qubit states of the optical and spin qubit schemes are denoted as $|0\rangle$ and $|1\rangle$.](image-url)
The wavelength $\lambda$ for the Doppler and the quadrupole transitions are in the UV and IR range, the metastable transitions has the longest lifetime $\tau$ of the five lowest energy levels [Jam98]:

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\lambda$ (nm)</th>
<th>$\tau$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S_{1/2} \leftrightarrow P_{3/2}$</td>
<td>396.847</td>
<td>7.7(2)</td>
</tr>
<tr>
<td>$S_{1/2} \leftrightarrow P_{3/2}$</td>
<td>393.366</td>
<td>7.4(3)</td>
</tr>
<tr>
<td>$P_{1/2} \leftrightarrow D_{3/2}$</td>
<td>866.214</td>
<td>94.3</td>
</tr>
<tr>
<td>$P_{3/2} \leftrightarrow D_{3/2}$</td>
<td>849.802</td>
<td>901</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transition</th>
<th>$\lambda$ (nm)</th>
<th>$\tau$ (ns)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{3/2} \leftrightarrow D_{5/2}$</td>
<td>854.209</td>
<td>1.01</td>
</tr>
<tr>
<td>$S_{1/2} \leftrightarrow D_{5/2}$</td>
<td>729.147</td>
<td>1.045 · 10^9</td>
</tr>
<tr>
<td>$S_{1/2} \leftrightarrow D_{3/2}$</td>
<td>732.389</td>
<td>1.080 · 10^9</td>
</tr>
</tbody>
</table>

Table 3.1: Doppler and quadrupole transition wavelengths for $^{40}$Ca$^+$

The energy splitting $\Delta E$ of the level fine structure by a magnetic field is determined by the Lange factor $g_J$, the magnetic field strength $B$, $m_J$ given by the total angular momentum quantum number $J$ and the Bohr magneton $\mu_B$ as the proportional constant:

$$\Delta E = g_J \mu_B B m_J , ~ g_J = 1 + \frac{J(J + 1) + S(S + 1) - L(L + 1)}{2J(J + 1)}$$

The Lande factors $g_J$ for the different atomic levels effects the various strength of the Zeeman shift for each level and are calculated to:

<table>
<thead>
<tr>
<th>Level</th>
<th>$g_J$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$4^2S_{1/2}$</td>
<td>2</td>
</tr>
<tr>
<td>$4^2P_{1/2}$</td>
<td>2/3</td>
</tr>
<tr>
<td>$4^2P_{3/2}$</td>
<td>4/3</td>
</tr>
<tr>
<td>$3^2D_{3/2}$</td>
<td>4/5</td>
</tr>
<tr>
<td>$3^2D_{5/2}$</td>
<td>6/5</td>
</tr>
</tbody>
</table>

Table 3.2: Lande factors for different levels of $^{40}$Ca$^+$

The five lowest energy levels of $^{40}$Ca$^+$ (Fig. 3.1a) show the laser-driven transitions (orange) and the levels for fluorescence detection (gray). The 729nm laser drives the quadrupole transition, for the electron shelving scheme the laser at 854nm is used for level depletion to detect the fluorescence at 393nm. The 397nm laser for Doppler cooling effects the fluorescence at 397nm, the 866nm laser is used for repumping out of the specific metastable state. The level system can be interpreted as an idealized three level system (Fig. 3.1b). Two different qubit preparations are shown, the quadrupole transition (orange) is driven by the 729nm laser, the Raman transition to the virtual level initializes the Zeeman sublevels of the ground state as qubit states.
3.2 Quantum state preparation

Two different initialization schemes for qubit preparation are realized so far - for an optical and a spin qubit. The qubits are coupled by a quadrupole or Raman transition and distinguished by a long lifetime for an enhanced coherence during the application of various quantum algorithms. All experimental results regarding the trap characterization are realized using the quadrupole transition.

3.2.1 Quadrupole transition

The metastable quadrupole transition $|S_{1/2}, m_J = 1/2⟩ \leftrightarrow |D_{5/2}, m_J = 5/2⟩$ initializes the optical qubit (Fig. 3.1b). Beside the coherent manipulation of the qubit, the transition is used for 729nm sideband cooling to the motional ground state and quantum state readout via quantum jump spectroscopy.

Because of the different Lande factors $g_J$ and magnetic quantum numbers $m_J$ of the two Zeeman states the transition is first order sensitive on fluctuations of magnetic fields, which affect the coherence of the qubit.

![Figure 3.2: Zeeman energy splitting of the $S_{1/2} \leftrightarrow D_{5/2}$ transition in a magnetic field: (a) The quadrupole transition splits into ten different transitions with $\Delta m = 0, \pm 1, \pm 2$. The $\Delta m = \pm 2$ transitions are emphasized (orange, gray), the other transitions are not used in the experiment. (b) The maximum line strengths are proportional to their squared Clebsch-Gordan coefficients and are plotted against the Zeeman energy splitting represented by $\Delta(m_J g_J)$ in units of Bohrs magneton $\mu_B$.](image)

The quadrupole transition is splitted into ten components at a weak magnetic field, depending on the Zeeman sublevels of the ground state $S_{1/2}$ and the metastable level $D_{5/2}$ [Jam98]. The angle $\theta$ between the direction $k$ of the 729nm laser and the magnetic field direction, the angle $\gamma$ between the laser polarization $p$ and the magnetic field $B$ determine the geometrical allowed transitions. The configuration $\theta = 45^\circ$, $\gamma = 0^\circ$ is prerequisite for $\Delta m = 0$ transitions, the geometry based on $\theta = 90^\circ$, $\gamma = 0^\circ$ allows $\Delta m = \pm 1$ and with $\theta = 90^\circ$, $\gamma = 90^\circ$ the transitions $\Delta m = \pm 2$ are achieved.
3.2. QUANTUM STATE PREPARATION

3.2.2 Raman transition

A different approach to establish a qubit is the coupling of the Zeeman sublevels of the ground state $S_{1/2}$ by a coherent Raman transition below the $P_{1/2}$ level (Fig. 3.1b). The Zeeman sublevel energy splitting is determined by the ambient magnetic field. The coherence of the spin qubit $|0\rangle = |S_{1/2}, m_J = -1/2\rangle$ and $|1\rangle = |S_{1/2}, m_J = 1/2\rangle$ is independent from first order magnetic field fluctuations. Beside driving Raman transitions between the Zeeman sublevels, Raman sideband cooling to reach the motional ground state can be established, while the state detection can be realized by quantum jump spectroscopy using the 729nm laser with the subsequent shelving of the metastable level.

Similar to the qubit initialization with the 729nm laser, the Raman laser setup defining the geometry, power and detuning to the $P_{1/2}$ state is crucial for the Raman transition rate, the light shifts and the spontaneous emission rate due to non-resonant excitations [Sac00, Win03, Oze07, Ben08b]. The coherent coupling between the Zeeman sublevels of the ground state is realized by stimulated Raman transitions. The two Raman laser beams are detuned from the optical resonance and are perpendicular to each other, with a resulting k-vector parallel to the linear trap axis. For single qubit operation a third copropagating Raman laser is needed. The small energy separation between the two states of typically 20MHz is suitable for long-time phase coherence. The Raman detuning $\Delta$ to the $S_{1/2} \leftrightarrow P_{1/2}$ transition is several tens of GHz. The Raman detuning $\Delta$ can be positive for a blue detuning or negative for a red detuning. The Rabi frequency of the Raman setup follows to $\Omega_1 \Omega_2 / \Delta$ with the single Rabi frequencies $\Omega_1$ and $\Omega_2$ of the individual Raman beams. Because of $\Delta \gg 20$MHz, the detuning $\Delta$ is approximately constant for the Zeeman transition, so an effective two-level system is initialized.
CHAPTER 3. $^{40}\text{Ca}^+$ AS THE QUBIT CANDIDATE
Chapter 4

Atom-light interactions

The interaction of atoms with light is the exclusive mechanism for the quantum state preparation, manipulation and detection of a single trapped ion in this experimental setup. The Doppler cooling of the ions to the Lamb-Dicke regime and subsequent sideband cooling on the quadrupole transition to the motional ground state of the trapped ion are discussed. This preparation to a pure motional quantum state in the strong binding regime of the harmonic confinement is treated quantum mechanically, illustrating the coupling strength of different motional sidebands that are resolved by spectroscopic measurements using quantum jump spectroscopy.

The difference of a free and trapped atom based on a electronic two-level system is discussed (4.1), showing the interaction of the atom with the light field equivalent to a Jaynes-Cummings description. Both cooling techniques (4.2), Doppler cooling and resolved sideband cooling are fundamental for preparing the ions quantum state.
4.1 Free and trapped two-level atoms

The fundamental concepts for laser cooling regarding the preparation of the ions quantum state adapt the techniques for free particles on trapped single ions in free space using electrodynamic fields. Starting with a thermal beam of free neutral atoms, the trapped ions are produced using photoionization and then are Doppler cooled from temperatures of hundreds of Kelvin. Subsequently, the translationally cold trapped ions are transferred to the motional ground state using sideband cooling.

Initially Doppler cooling with light was proposed for free atoms \cite{Hae75} and electromagnetically trapped ions \cite{Win75}, the first experimental realizations were achieved with ions in Paul traps \cite{Neu78, Win78, Win79, Ita82, Neu80}. Based on the theory of Doppler cooled trapped ions \cite{Ste86, Esc03, Cir92, Mor97}, the laser cooling to the trapped motional ground state was demonstrated with primary Doppler cooling to the mK range and finally with sideband cooling to temperatures on the order of several \( \mu \text{K} \) \cite{Die89, Win87, Pei99, Mon95a, Roo99}. The ground state cooling technique is extended to linear ion crystals, where several degrees of motion are cooled simultaneously \cite{Kin98, Roh01}.

For the discussion of Doppler and sideband cooling techniques the electronic level scheme of a single trapped ion is simplified to an effective two-level quantum system, providing the qubit levels \( |0\rangle \) and \( |1\rangle \) analogous to a spin-1/2 particle. In this experimental work the energy splitting \( \hbar \omega_{\text{qs}} \) of the qubit levels covers the optical range for the quadrupole qubit system with \( |0\rangle = |S_{1/2}, m = 1/2\rangle \) and \( |1\rangle = |D_{5/2}, m = 5/2\rangle \). An energy splitting of several kHz is obtained for the Raman qubit \( |0\rangle = |S_{1/2}, m = 1/2\rangle \) and \( |1\rangle = |S_{1/2}, m = -1/2\rangle \) as Zeeman sublevels of the ground state.

The Hamiltonian \( H_{\text{st}} \) for the free single ion as a two-level system is completed by the ion interaction with the harmonic pseudopotential of the ion trap, characterized by the secular frequency \( \omega \). In a one-dimensional quantum mechanical description with the creation (annihilation) operators \( a^\dagger (a) \) \cite{Coh99} for the coordinate \( x = \sqrt{\hbar/2m \omega} (a^\dagger + a) \) and the momentum \( p = i \sqrt{2m \omega/\hbar} (a^\dagger - a) \) of the trapped ion, the Hamiltonian \( H_{\text{st}} \) follows to

\[
H_{\text{st}} = \frac{1}{2} \hbar \omega_{\text{qs}} \sigma_x + \hbar \omega \left( a^\dagger a + \frac{1}{2} \right).
\]

The Hamiltonian \( H_{\text{in}} \) describing the trapped ion-light interaction is based on a laser at frequency \( \omega_l \) with \( E(t) = E_0 \cdot \cos(kx - \omega_l t + \phi) \) as an one-dimensional electric field. Using the rotating wave approximation, the Hamiltonian \( H_{\text{in}} \) is expressed in terms of the creation and annihilation operators, the coupling strength \( \Omega \) and the Lamb-Dicke parameter \( \eta \) \cite{Roo00} using \( \sigma^+ = |1\rangle \langle 0| \) and \( \sigma^- = |0\rangle \langle 1| \) to
4.1. FREE AND TRAPPED TWO-LEVEL ATOMS

The Lamb-Dicke parameter $\eta = k z_0$ describes the coupling cross section by the effective wavenumber $k = \omega_l/c \cdot \cos(k \cdot \hat{x})$ multiplied with the lateral spread of the ions zero-point wavefunction $z_0 = \sqrt{\hbar/2m \omega_{\text{conf}}}$ confined in the harmonic potential. The Rabi frequency $\Omega$ describes the effective coupling strength for the qubit transition, depending on the polarization and amplitude of the electromagnetic field $\tilde{E}$ projected on the position operator $\tilde{r}$ and the atomic transition properties. The Rabi frequency is determined by $\Omega = \langle 0 \mid (e^{i \tilde{r} \cdot \tilde{E}}) (\tilde{r} \cdot \tilde{k}) \mid 1 \rangle / 4\hbar$ for a quadrupole transition.

Following [Roo00], the Hamiltonian $\hat{H} = H_{\text{st}} + H_{\text{in}}$ of the trapped ion interacting with the laser is calculated using $U = e^{i \hat{H}_{\text{st}} t / \hbar}$ in the interaction picture $\tilde{\hat{H}} = U^{\dagger} \hat{H} U$ to

$$\tilde{\hat{H}} = \frac{1}{2} \hbar \Omega \left( e^{i\eta(\hat{a}^\dagger + \hat{a})} \sigma^+ e^{-i\omega_{lt} t} + e^{-i\eta(\hat{a}^\dagger + \hat{a})} \sigma^- e^{i\omega_{lt} t} \right)$$

with $\hat{a} = a e^{i \omega t}$ respectively. The qubit levels $|0\rangle$ and $|1\rangle$ of the free ion are coupled by the laser to the motion of the trapped ion in the harmonic potential with the vibrational eigenstates $|n\rangle$. The transition $|0,n\rangle \leftrightarrow |1,n\rangle$ driven by the laser at a frequency $\omega_l = \omega_{qs} + m \omega$ couples the qubit states with the vibrational eigenstates of the single trapped ion. The laser frequency $\omega_l$ is modulated by the axial trap frequency $\omega$ from the ions point of view, so the state $\langle \psi(t) \rangle$ as a general solution of the time-dependent Schrödinger equation $i\hbar \partial_t \langle \psi(t) \rangle = \hat{H} \langle \psi(t) \rangle$ is described as

$$|\psi(t)\rangle = \sum_n c_{0,n}(t)|0,n\rangle + c_{1,n}(t)|1,n\rangle .$$

If the trapped ion, characterized by its spatial extension at the vibrational quantum number $n$, is confined to an insignificant fraction of the laser wavelength, the qubit transition combined with an additional vibrational excitation is limited in the Lamb-Dicke regime to three distinct transitions based on $m = 0, \pm 1$. The Lamb-Dicke regime is characterized by the Lamb-Dicke limit $\eta^2(2n + 1) \ll 1$, where the recoil frequency $\omega_{\text{re}} = \hbar k^2/2m$ is significantly smaller $\omega_{\text{re}} \ll \omega$ than the axial frequency $\omega$ [Esc03].

In the Lamb-Dicke regime three transitions are fundamental, the optical carrier transition $|0,n\rangle \leftrightarrow |1,n\rangle$ without motional coupling and two sideband transitions with the creation $|0,n\rangle \leftrightarrow |1,n+1\rangle$ and annihilation $|0,n\rangle \leftrightarrow |1,n-1\rangle$ of a single phonon (Fig. 4.1). The carrier transition is characterized by $\omega_l = \omega_{qs}$ with a coupling strength of $\Omega = \Omega_{n,n}(1 - \eta^2 n)$. The interaction Hamiltonian $\hat{H}$ is reduced to $\tilde{\hat{H}} = \hbar \Omega_{n,n}(\sigma^+ + \sigma^-)$. Opposite
to the unchanged motional state of the trapped ion at the carrier transition, the photon absorption resonantly on the red sideband at $\omega_l = \omega_{qs} - \omega$ reduces the phonon population by a single quanta with a reduced coupling strength of $\Omega_{n,n-1} = \Omega \eta \sqrt{n}$. The interaction Hamiltonian is determined to the Jaynes-Cummings Hamiltonian $\hat{H} = i\hbar \Omega_{n,n-1}(\hat{a}\sigma^+ - \hat{a}^\dagger \sigma^-)$, which describes the interaction of a two-level atom with a single electromagnetic field mode. The motional state of the single trapped ion is changed by an additional phonon if the laser is tuned to the blue sideband at $\omega_l = \omega_{qs} + \omega$. The coupling strength $\Omega_{n,n+1} = \Omega \eta \sqrt{n+1}$ is on the same order compared to the red sideband, but is clearly distinguishable for phonon populations of a few quanta. The resulting anti-Jaynes Cummings Hamiltonian is denoted as $\hat{H} = i\hbar \Omega_{n,n+1}(\hat{a}^\dagger \sigma^+ - \hat{a} \sigma^-)$. Higher order red and blue sidebands refer to higher order processes and are still existing, but suppressed significantly in the deep Lamb-Dicke regime.

The coupling strength of the carrier and sideband transitions is different inside the Lamb-Dicke regime compared to the outer regime. Measuring the coherent coupling of both qubit levels $|0\rangle$ and $|1\rangle$ for the fundamental carrier and first order red and blue sideband transitions the coherent population transfer depends on the pulse duration $\Delta t$ to

$$P(|0, n \rangle \leftrightarrow |1, m \rangle) = \frac{1}{2} \left(1 - e^{-\gamma \Delta t} \sum_n P_n \cos(2\Omega_{n,m} \Delta t)\right),$$

Figure 4.1: Level scheme for the qubit states $|0\rangle$ and $|1\rangle$ coupled to discrete motional states $|n\rangle$ of a single trapped ion: (a) In the Lamb-Dicke regime only the carrier (C) and the first lower (RSB) and upper sideband (BSB) transitions are significant. The coupling strength is shown for the three lowest motional states $|n = 0\rangle$ to $|n = 2\rangle$. The carrier transition is decreasing from 1 at $|n = 0\rangle$, the coupling of the sideband increases strongly for $|n > 0\rangle$ (cp. Fig. 7.7a). (b) A simple technical scheme of the sideband cooling technique illustrates the excitation on the first red motional sideband (RSB) followed by an fluorescence on the carrier transition leading to a phonon annihilation of a single quanta.
using a thermal state distribution $P_n = \bar{n}^n/(1 + \bar{n})^{n+1}$ with an estimated mean phonon number $\bar{n}$ (Fig. 4.2). The decoherence of the coherent manipulation can be considered by the additional empirical exponential decay $e^{-\gamma \Delta t}$. Typically the coherence time $1/\gamma$ is on the order of a couple of hundreds of $\mu$s. The population transfer in the Lamb-Dicke regime at mean vibrational quantum numbers on the order of $\bar{n} = 10$ shows strong coupling on the carrier transition and a weaker coupling of the red and blue sideband (Fig. 7.6). Outside the Lamb-Dicke regime, the coupling strength $\Omega$ of the carrier is decreased, while the coupling on both sidebands is increased strongly (Fig. 7.7) - Rabi oscillations on the sidebands at mean phonon numbers $\bar{n} \approx 100$ occur.

The sideband resolved detection in the Lamb-Dicke regime is crucial for the quantum state engineering of the effective two-level atomic system. The coherent quantum state manipulation on the carrier transition is implemented for single qubit rotations, the controlled excitation of the first motional sidebands allows to establish two qubit quantum gates. Even the selective addressing of the red sideband is fundamental for cooling to the motional ground state.

**Figure 4.2:** Theoretical Rabi oscillations of a thermal state for different mean phonon numbers $\bar{n}$: (a) $\bar{n} = 5$, (b) $\bar{n} = 15$, (c) $\bar{n} = 30$, (d) $\bar{n} = 150$. The carrier (gray) and the upper (blue) and lower (red) motional sideband are calculated based on realistic parameters used in the experiment: For a single $^{40}$Ca$^+$ ion confined with a axial frequency of $\omega_{ax} = (2\pi) \times 1.5$MHz and a 729nm laser tilted 45° to the linear trap axis, a coupling strength of $\Omega_{0,0} = (2\pi) \times 150$kHz represented by the power of the 729nm laser is estimated. The axial Lamb-Dicke parameter follows to $\eta = 0.056$. For increasing mean phonon numbers $\bar{n}$ Rabi oscillations on the sidebands appear.
4.2 Laser cooling techniques

Several cooling techniques for trapped ions in Paul and Penning traps are demonstrated experimentally so far [Ita95]. Particularly with regard to Paul traps, besides Doppler laser cooling by inelastic photon scattering [Die89] and sympathetic cooling by Coulomb interaction [Roh01, Bar03], the damping of the ion motion can be realized even by electromechanical cooling with feedback control using trap electrode voltages [Bus06]. Based on this initial cooling techniques a mean phonon population of several phonons is obtained, that allows further cooling below the Lamb-Dicke limit to the motional ground state using sideband cooling. In this experimental setup the trapped single ion is Doppler precooled on a closed transition to a mean phonon number of approximately $\bar{n} \approx 10$ according to a temperature of several mK, and then sideband cooled using the quadrupole transition with a remaining temperature of some $\mu$K.

Two different cooling regimes [Ste86] are covered by Doppler precooing and sideband cooling of a trapped single ion, corresponding to a weak ($\Gamma \gg \omega$) and strong confinement ($\Gamma \ll \omega$) in the Lamb-Dicke regime (Fig. 4.3). Starting with Doppler cooling, the decay rate $\Gamma$ of the dipole cooling transition, corresponding to the natural linewidth by $\tau = 1/\Gamma$, is much larger than the axial motional frequency $\omega \ll \Gamma$ of the trapped ion. This allows that the photon absorption and fluorescence is considered as an instantaneous process, so the momentum change is similar to a free atom.

**Figure 4.3:** Laser cooling in the Lamb-Dicke regime $\eta \sqrt{\bar{n}} \ll 1$, the spatial extension of the ions motional wave packet is much smaller than the laser wavelength. Three transitions with $m = 0, \pm 1$ are provided, the others are suppressed. (a) Doppler cooling is realized in the regime of weak confinement $\Gamma \gg \omega$. The sidebands are not resolved in this regime. The cooling laser is detuned to $\Delta = -\Gamma/2$. (b) Sideband cooling is achieved on a narrow transition in the strong binding regime $\Gamma \ll \omega$. The motional sidebands are resolved. The laser is detuned by $\Delta = -\omega$ to the resonance of the red sideband transition.
cooled with a frequency-shifted laser. In the following sideband cooling regime below the Lamb-Dicke limit, the decay rate $\Gamma$ of the quadrupole cooling transition is much smaller than the axial motional frequency $\omega \gg \Gamma$. The ion is confined spatially to a fraction of the cooling laser frequency. The motional sidebands caused by oscillation of the ion are resolved by the cooling laser. Particular sidebands are addressable without any influence of the adjacent carrier or higher order sideband transitions.

### 4.2.1 Doppler cooling

The Doppler cooling for a $^{40}$Ca$^+$ ion is realized using the dipole transition $S_{1/2} \leftrightarrow P_{1/2}$. The final temperature for Doppler cooling $T = \hbar \Gamma / 2k_B$ is determined by the decay rate of the cooling transition and is limited for $\Gamma = 1/7.7\text{ns} \rightarrow T = 0.5\text{mK}$. The mean energy of the ion $E = k_B T$ is quantized using a mean phonon number $\bar{n}$ to $E = \hbar \omega (\bar{n} + 1/2)$, so the minimal mean phonon number for a two-level system in axial direction

$$\bar{n} = \frac{1}{2} \left( \frac{\Gamma}{\omega} - 1 \right)$$

depends on the transition rate $\Gamma$ and the strength $\omega$ of the axial confinement for the trapped ion. For an axial motional frequency of $\omega = (2\pi) 1\text{MHz}$ and a transition rate near $130\text{MHz}$, which are used in the experimental setup of the microchip trap, the Doppler cooling leads to a mean phonon number of $\bar{n} = 9.8$. A strong axial confinement produced by miniaturizing the trap electrode geometry is needed as a promising starting point for the sideband cooling on the $S_{1/2} \leftrightarrow D_{5/2}$ transition: The oscillation of the ion at axial frequencies of $500\text{kHz}$ to $200\text{kHz}$ leads to mean phonon numbers of approximately 20 to 52 quanta, located near the Lamb-Dicke limit and beyond for sideband cooling at the quadrupole transition.

### 4.2.2 Sideband cooling

The subsequent sideband cooling on the atomic transition $S_{1/2} \leftrightarrow D_{5/2}$ requires a well-resolved sideband spectrum by the cooling laser. A strong axial confinement, combined with a decay rate enhanced significantly compared to the axial motional frequency, is crucial for operating in the Lamb-Dicke regime. A 729nm laser linewidth of a fraction of the axial motional frequency addresses the motional sidebands and avoids a perturbing interaction with adjacent sidebands or the carrier. The spectral intensity of the 729nm laser determines the cooling rate directly, so a frequency stabilization to a small linewidth benefits the cooling. For the sequence of sideband cooling to reduce the motional quanta step-by-step the 729nm cooling laser is tuned to the first vibrational red sideband. Each excitation on the red sideband at
\( Qs - \omega \), followed by a spontaneous emission on the carrier transition, reduces the phonon population by a single vibrational quanta. The ion is cooled successively to the motional ground state, which is decoupled from further excitation by the laser tuned to the red sideband.

Considering the Lamb-Dicke parameter \( \eta \), the spatial spread \( \sqrt{\hbar/2m\omega} \) of the zero order vibrational wavefunction \( |n = 0\rangle \) for a single \( ^{40}\text{Ca}^+ \) ion is enlarged to 11nm, 16nm and 25nm for motional frequencies of 1MHz, 500KHz and 200KHz respectively. The Lamb-Dicke parameter \( \eta \) is calculated to 0.068, 0.097 and 0.153 using a 729nm laser, tilted by 45° to the axis of vibrational motion. The constraint for operating below the Lamb-Dicke limit is fulfilled strongly for an axial motional frequency of 1MHz only, leading to \( \eta^2(2n + 1) = 0.096 \ll 1 \). At an axial confinement of 500kHz the ion is located in the intermediate region \( \eta^2(2n + 1) = 0.39 \), the efficiency of resolved sideband cooling is decreased (Fig. 4.4). The condition collapses at 200KHz with \( \eta^2(2n + 1) = 2.42 \), illustrating the difference between "trapped" ions with \( \eta \ll 1 \) and "quasi-free" ions at \( \eta > 1 \). The significance of an axial well-confined ion is shown clearly by these parameters, to allow cooling on the red sideband preparing the ion in the axial motional ground state for further operations.

![Diagram](image)

**Figure 4.4:** Sideband cooling inside (a) and outside (b) of the Lamb-Dicke regime: The strong diffusion of the population prevents efficient cooling beyond the Lamb-Dicke regime. More sophisticated cooling schemes in the intermediate range of \( \eta = 1 \ldots 3 \) are discussed by [Mor97], where a first confinement pulse with a large red detuning and subsequent ground state pumping on the blue sideband are proposed theoretically to cool a single ion to its motional ground state.

The Doppler and sideband cooling in the linear ion trap (Fig. 4.5) is discussed for one-dimensional cooling of the motion parallel to the linear trap axis. The cooling techniques can be extended without limitations to the three-dimensional case, depending on the axial and secular motional frequencies. Then three Lamb-Dicke factors \( \eta \) are existent, and the efficiency of Doppler cooling is divided into the components of the cooling laser direction relative to the principal axes of motion. The sideband cooling can be rea-
lized by alternating cooling on the first lower motional sidebands for the axial mode and both of the radial modes [Pei99]. Successively the ion is cooled in all three directions of motion. In idealized linear traps the radial motion is decoupled from the axial vibrational motion used as a quantum bus. In special cases, anharmonicities or an unfortunate choice of parameters may couple radial motional quanta to residual axial motion [Alh96, Alh95], producing decoherence effects on the coherent manipulation of the ions quantum state. Especially for microscaled trap designs with electrode shapes predetermined by the microfabrication technique various anharmonicities of the electric trapping potential can occur, but can be reduced efficiently by numerical optimization of the trap geometry.

![Diagram showing transitions for Doppler and sideband cooling of $^{40}$Ca$^+$ [Mar94]:](image1)

**Figure 4.5:** Transitions for Doppler and sideband cooling of $^{40}$Ca$^+$ [Mar94]: (a) The Doppler cooling is realized using a fast decaying dipole transition $S_{1/2} \leftrightarrow P_{1/2}$, even used for fluorescence detection at 397nm of the trapped ions. A repumper laser at 866nm for the transition $P_{1/2} \leftrightarrow D_{3/2}$ is required. (b) The quadrupole transition $S_{1/2} \leftrightarrow D_{5/2}$ is used for sideband cooling. A depletion laser at 854nm for the transition $D_{5/2} \leftrightarrow P_{3/2}$ excites the ion to the fast decaying $P_{3/2}$ state, which is connected to the ground state $S_{1/2}$ with a dipole transition to assure an adequate cooling rate.

Scalable ion quantum computing is based on the interacting of several ions trapped in the same axial potential. The quantum state manipulation is performed addressing vibrational modes of the linear crystal as a quantum bus. A general approach for the application of scalable quantum algorithms using multi-segmented microtraps is based on the manipulation of a two-ion linear crystal in a separated axial potential. A linear crystal out of two ions shows two different axial eigenmodes [Jam98], the center-of-mass (COM) and the stretch mode at the doubled resonance frequency compared to the COM mode. Beyond the Lamb-Dicke limit a separation of the different modes is not possible, but a Doppler precooling to the Lamb-Dicke regime allows a resolved sideband cooling of each individual eigenmode [Mor01]. In the Lamb-Dicke regime the first lower and upper sideband of each eigen-frequency is existing beside the carrier transition, so the ion crystal can be cooled individually to the Doppler limit or the motional ground state.
Chapter 5

Microtrap fabrication

The microtraps used in the experiments with ions or microparticles are linear Paul traps [Pau90] with segmented control electrodes on a microscopic scale. Multiple control electrodes provide an efficient shuttling of ions between independent trap regions. The combination of shuttling operations and the partitioning of the trap in adjacent independent controllable trap regions is a significant improvement for scalable quantum information processing. The scalability of the microtraps is fundamental for the fabrication methods of large-scaled quantum devices [Ste97, Ste06a].

The multi-layer microtrap (5.1), the microparticle trap (5.2) and the planar microtraps (5.3) are manufactured using different fabrication techniques. The capability of each production method covers the UHV compatibility, the dimensionality of the electrode geometry, the surface quality of the trap electrodes, the geometrical accuracy and the option of a monolithic fabrication. In addition the electrical characteristics like breakdown voltage and electrical conductivity of the electrodes, just as permittivity and loss tangent of the dielectric substrates for the radiofrequency are significant trap parameters. Furthermore the ion-insulator spacing is a crucial design parameter for stable trap operation. The applicability of the microtrap for operation in a cryogenic environment is a substantive feature for future experiments [Lab08a, Ant08].

The multi-layer microtrap is based on a three-dimensional electrode geometry fabricated with laser micromachining using femtosecond laser pulses. The several layers are assembled manually. The trapped ions are confined with electrodes directed to the ion from all three degrees of freedom. The microparticle trap is a five-layer planar trap fabricated with standard printed circuit board (PCB) technology. Similar in the trap design the fabrication of the planar microtraps is lithography based with single-layer microscopic trap electrodes. The ion confinement is achieved with an open-electrode geometry providing an open half space.
5.1 Multi-layer microchip trap

The fundamental design of the scalable multi-layer microtrap is borrowed from the electrode geometry of a conventional linear Paul mass filter [Pau53, Pau55]. The microfabricated ion trap (Fig. 5.1) is based on a two-layer electrode design modeled as a logical continuation of scaled down Paul mass filters [Sym98, Fre99] with additional multi-segmented dc electrodes.

![Figure 5.1: Linear multi-segmented microtrap: (a) All rf and dc electrodes are controlled independently. (b) Scheme of the trap: 31 electrode pairs of three different regions for ion storage, transfer and quantum information processing are characterized by the slit widths g and h and the electrode dimensions w and d. The overall linear trap length amounts to 5.8mm.](image)

Each layer of the trap contains an unsegmented rf bar and a dc electrode divided into 31 independent controllable adjacent segments. The rf and dc electrodes of each layer are separated by an elongated slit parallel to these electrodes for optical fluorescence detection and laser access to the trapped ions. Both electrode layers are as symmetric as possible for well-balanced electric fields on the trap axis (Fig. 5.1a). The geometrical symmetry axis is named as 'linear trap axis'. Two independent electrode layers are separated by an insulation layer (Fig. 5.1b), so the cross section of the linear trap shows a three-layer stack design. The trapped ions are confined between both electrode layers. The three-dimensional electrode design ensures an electromagnetic shielding for the ions concerning external electric fields. The insulation layer acts as a spacer and, in future, allows the integration of additional optical elements, such as optical fibers (Fig. 10.1), that are well-aligned to the trapped ions right away.

The microtrap is assembled in a UHV-compatible ceramic chip carrier with the advantage of simple electrical connectivity and fast exchange. The ceramic chip carrier allows the integration in UHV-compatible electronic boards with low-pass filters and, in future, with digital electronic components close to the trap like fast digital-to-analog converters and radiofrequency amplifiers inside the vacuum.
Each layer of the three-layer stack is manufactured separately out of polished Al$_2$O$_3$ wafers\(^1\) using laser micromachining and electron beam coating. The fabrication process (Fig. 5.2) starts with laser cutting\(^2\) of the 125\(\mu\)m thick blank wafers using a femtosecond pulsed laser source. The central slit and the dc electrode fingers will be machined (Fig. 5.2a), the width of the slit taper from \(h = 500\mu\)m to \(g = 250\mu\)m. The width of the dc electrode fingers changes from \(d = 250\mu\)m to \(w = 100\mu\)m in the narrower region. The adjacent fingers have a constant length of 200\(\mu\)m and are separated by a spacing of 30\(\mu\)m. The trenches in the rf bar oppositely to the dc electrode gaps provide the axial field symmetry, the length of these rf notches is 60\(\mu\)m with a spacing of 30\(\mu\)m. Additional holes with a diameter of 240\(\mu\)m allow the mutual alignment of the three layers and provide the mounting of the trap. The feed holes for positioning have their counterpart on all layers at the same place, the mounting holes are one-sided only.

![Figure 5.2: Fabrication and assembly of the microtrap: the cross section shows the processing of a single Al$_2$O$_3$ wafer. It includes laser cutting (a), cleaning and the metal deposition of the adhesive layer (b) and the gold layer (c). Then the electrodes are created using laser ablation (d). The assembly starts with the mounting of the wafer stack with adhesive (e) and is finalized by bonding the trap inside the chip carrier (f). The dashed cross indicates the rf node and therefore the ions position.](image)

The electron beam coating of the laser-cutted Al$_2$O$_3$ wafers is done after an ultrasonic cleaning procedure using acetone (C$_3$H$_6$O), isopropyl (C$_2$H$_6$O) and Caro’s acid (H$_2$SO$_5$). The preparation for the coating is finalized by an oxygen plasma cleaning. The blank wafer is coated under continuous rotation with a declination angle of 45° for an overall closed evaporation layer. The thickness of the titanium adhesive layer is 50nm (Fig. 5.2b), then a 500nm thick gold layer (Fig. 5.2c) follows the first metallization. The metal deposition is done for each side of the wafer separately. The surface roughness is better than 10nm, which was verified by atomic force microscopy.

\(^{1}\)Reinhardt Microtech AG, Wangs, Switzerland

\(^{2}\)Micreon GmbH, Hannover, Germany
The second laser machining step structures the wafer metallization to generate electrically independent electrodes, the bond pads and the alignment holes (Fig. 5.2d). Finally, the wafer is laser diced to its top or bottom layer dimensions (Fig. 11.1). The microtrap consists out of two coated electrode layers and a blank spacer. Successively the top and the bottom layer are aligned with spicules manually and mounted on the intermediate spacer using UHV compatible epoxy adhesive (Fig. 5.2e). The epoxy Epo-Tek OG142-13\(^3\) is cured with the uv lamp BlueWave 50\(^4\) within several seconds.

![Figure 5.3](image)

**Figure 5.3:** Scanning electron microscope (SEM) pictures of the loading and transfer region (a) and the narrower processing region (b). The conformal gold coating is clearly visible by the uniform contrast of the finger electrodes. The laser-structured electrode gap started at the dc finger electrodes defines adjacent electrodes (a). The vertical displacement of both electrode layers is on the order of 10\(\mu\)m (b).

The stack of the bottom electrode layer, the spacer and the top electrode layer is mounted in a center holed UHV compatible leadless ceramic chip carrier from Kyocera\(^5\). The chip carrier LCC8447001 has 84 contact pins with an outer dimension of 30mm squared and an inner cavity size of 12mm. The microtrap is connected electrically with 15\(\mu\)m diameter gold wire using the ball bonder HB06\(^6\) (Fig. 5.2f). Each dc segment is bonded twice to a contact pad of the chip carrier, the rf electrodes are connected via 12 wires to the chip carrier. All 62 independent dc segments and the rf electrodes are accessible through the chip carrier.

The multiple segment design of the microtrap requires a scalable contact scheme to the chip carrier that is different for each electrode of one pair (Fig. 11.2): The bottom electrode layer has a squared shape. The bond wire and the electrode area visible for the trapped ions are located at the same side. The top layer is more sophisticated technically, because the ball bon-

---

\(^3\)Polytec PT GmbH, Waldbronn, Germany
\(^4\)Dymax Europe GmbH, Frankfurt, Germany
\(^5\)Minitron Elektronik GmbH, Ingolstadt, Germany
\(^6\)TPT GbR, Karlsfeld, Germany
5.1. MULTI-LAYER MICROCHIP TRAP

ding and the ions are located on opposite sides. Here, a conformal coating is absolutely essential for the operation of the microtrap (Fig. 5.3a). The trap design avoids blank Al$_2$O$_3$ areas because of electric potential disturbances induced by patch charges on dielectric areas. The unavoidable isolation between the electrode segments is shifted away more than 200µm from the ions position by the extended electrode finger design. Electron microscopy imaging shows an all-sided gold plating of the finger electrodes (Fig. 5.3b).

![Figure 5.3](image)

**Figure 5.3:** Cross-sections of the trapping region (a), the loading region (b) and the electrode finger geometry (c) are shown. The cross section dimensions (a) and (b) are reproduced with very high accuracy, the rounded shape of the finger electrodes with a flattening of 3.2° is due to the spatial laser focus during the laser machining (c).

Because of the production process and the manual alignment of the electrode layers some deviations from the ideal geometry occur (Fig. 5.4): The spatial focus of the ablation laser is reflected in the slightly conical shape of the finger electrodes. The laser machining is one-sided only, so the electrode shape from the ions point of view is always the same. The electrode layers of the microtrap used in the experiments so far are aligned manually, the most significant variance is a displacement parallel to the rf bars. A tilting and shift rectangular to the elongated trap axis is negligible.

Deviations from the ideal electrode geometry induce slightly variations of the trapping potentials. Any tilting error of the electrode layers is most critical, but easiest to avoid. The axial displacement error is the most common deviation (Fig. 5.5), the three-dimensional alignment is difficult because of the optical parallax. The axial displacement of the dc segments of an electrode pair broadens the axial potential shape and decreases the axial motional frequency. Second order effects induce marginal rf heating parallel to the axial trap direction close to tapered regions.
Figure 5.5: Measured axial trap dimensions: minor deviations are apparent from the ideal geometry of the assembled two-layer trap in the processing (a) and loading region (b). The electrode edges are rounded slightly at the outer side because of the single-sided laser machining. The electrode geometry near the linear trap axis is reproduced with an accuracy of a few micron. The main deviation is the lateral displacement error of 21µm issued from the trap assembly.

The microtrap chip carrier is soldered on a printed circuit board (PCB) and installed inside the vacuum (Fig. 6.4). The PCB material is the UHV compatible polyimide laminate Isola P97\textsuperscript{7}, which is 200µm gold electroplated. Close to the chip carrier each dc electrode is rc low pass filtered based on ceramic SMD 0402 parts with a cutoff frequency of 10MHz. Resistors of 15Ω and capacitors of 1nF were used. The electrical connection to the vacuum feedthroughs is supplied by Kapton ribbon cables with ceramic D-type connectors\textsuperscript{8}, which are mounted on the PCB with UHV compatible solder.

\textsuperscript{7}Isola GmbH, Düren, Germany
\textsuperscript{8}allectra GmbH, Berlin, Germany
5.2 Planar multi-layer microparticle trap

The microparticle trap is a proof-of-concept experiment and designed as a surface electrode ion trap (Fig. 5.6) developed for the demonstration of ion shuttling operations. The splitting of ion chains and the deterministic transport of single microparticles above bifurcations of the trap geometry is proven experimentally.

Figure 5.6: Planar microparticle trap: (a) The trap layout is based on a planar linear trap using a Y-shaped three-folded symmetry. The top layer shows the copper trap electrodes with a symmetrical cross section. The wood-like color aside from the trap electrodes is caused by the intermediate ground copper layer. (b) The electrical connectors are surface mounted on the bottom layer, the multiple control electrodes are connected pairwise.

The trap design is based on a planar electrode geometry fabricated with standard PCB technology. The original concept of planar traps using microparticles [Pea06] is extended for scalability to a multi-layer design. The trap geometry consists out of three linear trap regions that are connected at a single bifurcation point. The top electrode layer, a middle continuous ground layer and a bottom layer for electrical connections are separated by intermediate insulation layers of standard FR4 material. All conductor paths are made out of copper. The ground layer allows a complete electrical shielding from the top to the bottom layer, both layers are connected with vias through the ground layer. It is the first planar trap concept which shows a realistic scalable multi-layer surface trap design.

Both ac bars are crossconnected, in each bifurcation the dc electrodes are segmented in 10 electrode pairs. Together with the unsegmented middle electrode the unit cell of the planar trap is controlled by 31 dc electrodes in total. The cross section of the trap design is symmetrically and bounded by 5mm broad longitudinal segmented dc electrodes. The width of the solid ac electrodes is 2mm, the middle dc electrode is unsegmented with a width of 0.4mm. All electrodes are spaced by a constant gap of 0.25mm. The length of the segmented dc electrodes in axial direction amounts to 1.5mm.
The extended hexagon version of the trap (Fig. 5.7) shows clearly the scalability of this concept - the elementary cell of the Y-shaped trap is arranged to a hexagon. Each of the 180 dc electrode pairs of the hexagon trap are multiplexed with their equivalent electrodes at each of the elementary cells, so 31 control voltages are adequate to supply all dc electrodes. Round trips of the trapped ions are possible for the first time - with a scalable design based on the hexagonal crystal structure of graphite.

Figure 5.7: Extended hexagon version of the microparticle trap: (a) The fabrication is identical to the scheme used for the elementary cell trap design. The round trip shuttling of ion chains is feasible with this trap design using 31 computer controlled electrode pairs. (b) Every second electrical connector is multiplexed to supply all 180 dc electrode segment pairs with 30 independent voltages only.

Because of the smaller specific mass of the ionized microparticles compared to single ionized atoms, the trap drive frequency is several orders of magnitude lower. The drive frequency is shifted from the radiofrequency range of several 10MHz for ionized atoms to an ac range of several 100Hz for ionized microparticles. The trap geometry determines the required ac and dc peak voltages directly. For the mm-scaled electrode dimensions of this planar trap the ac peak voltage varies from 100V to 850V, the dc electrodes are supplied with a maximum positive voltage of 150V. The smaller the trap dimension, the maximum voltages will decrease further.

A self-developed control unit generate the ac trap drive voltage and 31 dc voltages for ion shuttling (Fig. 5.8): The electronics allows the variation of the trap drive frequency up to 1000Hz continuously. The time-dependent trap voltage is generated using a simplified electronic circuit and is of rectangular instead of sinusoidal shape [Ric73]. Because of the rectangular waveform the peak voltage is increased by a factor of 1.3 compared to the common sinus voltage, because of the first coefficient of the Fourier series of a time-dependent rectangular voltage [Ric75]. A disadvantage is the
excitation of higher harmonics in the motion of the trapped microparticle, that cause instabilities for specific trap parameters. The rectangular shaped trap drive voltage is generated by a power transistor BUY71, that switches with a constant frequency between the positive and negative output of two high voltage print modules\(^9\) with opposite polarity. The peak voltage of the high voltage print modules is programmed by a 16-bit digital-to-analog converter MAX541\(^{10}\) with SPI-compatible interface, the frequency is set by a voltage-to-frequency converter TC9401\(^{11}\) combined with a MAX514 chip to trigger the switching time of the power transistor. Using the control unit the ac trap drive voltage is programmable with 16-bit resolution in peak voltage up to 1000V and frequencies up to 1kHz.

![Figure 5.8:](image)

**Figure 5.8:** (a) Control electronics for the planar microparticle trap. (b) The circuitry illustrates the control of the ac trap frequency and voltage by two 16-bit digital-to-analog converters. The 31 dc voltages are set by just another 16-bit digital-to-analog converter combined with a multi-channel high-voltage sample and hold array. The printed circuit boards for the ac trap drive (c) and the dc voltage control (d) show the high level of enhanced integration of the high voltage electronics.

The 32 dc voltages for ion shuttling are generated in a range of 0V to 295V by a third high voltage print module and controlled by the high voltage sample and hold array HV257\(^{12}\). The channels are programmable using a 5-bit digital parallel interface and the voltage is set by a 16-bit MAX541 digital-to-analog converter. For fast shuttling operations the slew rate of the dc voltage channels is about 2.5V/\mu s per channel.

---

\(^9\)iseg Spezialelektronik GmbH, Radeberg, Germany
\(^{10}\)Maxim Integrated Products Inc., Sunnyvale, USA
\(^{11}\)Microchip Technology Inc., Chandler, USA
\(^{12}\)Supertex Inc., Sunnyvale, USA
All trap parameters are computer controlled with a 11-bit digital interface. A bus of 6-bit is required for the selection of the dc channels, an additional 5-bit wide interface is used for the serial programming of the three digital-to-analog-converters. The digital lines are interfaced to a computer using the parallel port or a high speed digital output card. At the parallel port an update rate per channel of 1kSPS was realized with a LabVIEW control software, limited by the normal process scheduler of the operating system. A real time Linux increases the update rate to 10kSPS per channel, however the update rate is limited by the control system. The theoretical update rate limited by the electronic hardware is in the range of several 100kSPS.
5.3 Planar single-layer microchip trap

The planar microtraps used in the experiment are microfabricated surface traps with a single electrode layer (Fig. 5.9). The concept of a Paul mass filter [Pau53, Pau55] with a two-dimensional cross section [Gee05] is projected on an one-dimensional single electrode layer [Chi05]. The cross section of the linear trap shows two rf electrodes enclosed by segmented control electrodes with a solid dc electrode at the center (Fig. 5.9a) - a segmented middle electrode would require a multi-layer fabrication process. An equal width of the rf bars defines a symmetric planar trap with the principal axes of radial motion parallel and perpendicular to the electrode layer [Bro07]. Tilting of the principal axes is achieved by asymmetric rf electrodes at the cross section [Sei06]. This effects the Doppler cooling of the trapped ion in particular.

![Figure 5.9: Linear planar microtrap: (a) The dc control electrodes and the rf trap electrodes are supplied by the chip carrier contacts. The microtrap is mounted on a metallic nut 3mm above the chip carrier for laser access parallel to the electrodes close to the surface. (b) Scheme of the trap: 10 control electrode pairs with an axial length w and width d enclose the rf bars and the middle dc electrode with the cross section dimensions a and g. The overall horizontal length k is about 4mm, the overall axial trap size amounts to 5mm (microstructured trap supplied by H. Häffner).](image)

A linear symmetric design of a planar microtrap with multiple control segments is most suitable for the demonstration of ion shuttling operations. The study of some characteristic effects that appear using planar cross trap designs like slightly induced rf micromotion along the longitudinal trap axis is enabled by the special electrode geometry used here (Fig. 5.9b). The middle dc electrode is enclosed by the rf bars, the longitudinal axis is bounded by the rf connections that cause a non-vanishing fast decaying ponderomotive potential at both ends of the linear microtrap. The width a of the symmetric shaped rf electrodes is 300µm, the width g of the middle dc electrode is 250µm. Pairs of dc control electrodes with a width d of 1980µm and a lateral dimension w of 400µm are connected separately. The spatial separation of the electrodes is 20µm.
The fabrication of the single-layer planar traps is a monolithic process based on metal deposition and photolithography (Fig. 5.10). The linear planar trap\textsuperscript{13} with 10 outer dc electrode pairs is fabricated on polished BK7 glass. After ultrasonic cleaning with acetone (C\textsubscript{3}H\textsubscript{6}O), isopropyl (C\textsubscript{2}H\textsubscript{6}O), the preparation is finalized by oxygen plasma cleaning (Fig. 5.10a). An 5nm thick adhesive layer of chromium is deposited (Fig. 5.10b) for the evaporation of 150nm gold as a start layer for galvanoplatting (Fig. 5.10c). A thick film photoresist with a thickness of 2\(\mu\)m to 20\(\mu\)m is spin coated and exposed with UV light. After wet etching the remaining resist pattern represent the geometry of the electrode gaps (Fig. 5.10d). The shape of the resist walls has a high aspect ratio, different fabrication processes lead to aspect ratios of 2 to 3. The width of the electrode gaps vary between 1\(\mu\)m and 10\(\mu\)m. The bottom gold coating serves as a start layer for the electrodeposition of gold. The galvanoplatting is stopped close to the top of the resist walls (Fig. 5.10e). Then the photoresist is stripped off with wet etching (Fig. 5.10f) and the underlying solid gold and chromium layer are removed out of the gaps to eliminate the shorting of the electrodes (Fig. 5.10g). The gold etchant is based on potassium iodide and iodine KI/I\textsubscript{2} chemistry and the chromium adhesive layer is etched with Rohm and Haas Chrome Etchant \textsuperscript{14}.

![Figure 5.10](image.png)

**Figure 5.10:** Fabrication of the single-layer planar trap: The cross section shows the monolithic processing of the glass wafer. After cleaning (a) a chromium adhesive layer (b) and a thin gold layer (c) are evaporated. The photoresist (d) is patterned and filled up with electrodeposited gold (e). The photoresist (f) together with the conductive start layers (g) are removed. The trap is electrically connected via ball bonding (h). The dashed cross indicates the rf node respectively the ions position above the rf and dc electrodes.

The thickness of the gold galvanoplatting determines the aspect ratio of trap electrodes directly. The higher the coating of the gold electrodes, the larger is the distance of the trapped ions to the dielectric areas of the wafer located at the bottom of the electrode gaps. The influence of uneven

\textsuperscript{13} Trap chip: H. H"affner, lithography by N. Daniidilis, IQOQI, Innsbruck, Austria

\textsuperscript{14} micro resist Technology GmbH, Berlin, Germany
distributed patch potentials to the trapping potentials is reduced with high aspect ratio galvanoplasting. The prototype trap used in the experiment has an aspect ratio of about 1 : 4 because of the large electrode gaps, further improvement of the processing should lead to 2 : 1. The gold thickness of the electrode structure is measured using a profilometer with submicron height resolution (Fig. 5.11). The partial cross section of a single electrode indicates a gold layer thickness of 4.69µm. The surface quality is detected by the analysis of the top of the electrode. The height distribution allows the separation of localized defects from the statistical surface variation. The height distribution results in a surface roughness of 40nm.

**Figure 5.11:** Characterization of the gold galvanoplasting and the surface roughness: (a) The profile (raw data by N. Daniilidis, IQOQI, Innsbruck, Austria) shows the surface of the glass wafer (1) as a smooth baseline and the surface of an electrode (2). (b) The surface roughness is evaluated using a height distribution on the top of the electrode, excluding localized defects (3) from the statistical surface variation.

The planar trap is assembled in a UHV compatible ceramic chip carrier. The leadless ceramic chip carrier Kyocera LCC8447001\(^{15}\) has 84 contact pins with a cavity size of 12mm and an outer dimension of 30mm squared. The rf and dc electrodes of the trap are connected with 15µm diameter gold wire using ball bonding\(^{16}\) to the chip carrier. Each dc electrode is connected via a single bond wire to the carrier contact pads, the rf electrode is contacted using 6 wires in total.

The chip carrier containing the planar trap is soldered on a printed circuit board (PCB). The UHV compatible PCB is made out of polyimide laminate named Isola P97\(^{17}\) (Fig. 5.12). The copper surface of the one-sided PCB is 200µm gold electroplated. All dc electrodes are rc low pass filtered using ceramic SMD 0402 parts. Resistors of 150Ω and capacitors of 1nF result
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\(^{15}\)Minitron Elektronik GmbH, Ingolstadt, Germany
\(^{16}\)TPT GbR, Karlsfeld, Germany
\(^{17}\)Isola GmbH, Düren, Germany
Figure 5.12: Electron microscopy and trap assembly: (a) The separation of the gold electrodes is shown using electron microscopy. The lithography process produces well-defined edges with a smooth electrode surface. (b) The assembled trap in the chip carrier is placed on the UHV compatible PCB. The rc low-pass filters are located between the chip carrier and the Kapton wires. Each dc electrode of a pair is controlled individually.

in a cutoff frequency of 1MHz. Kapton ribbon cables with ceramic D-type connectors\(^\text{18}\) supply the electrical connection to the 25-pin D-type vacuum feedthroughs. The rf connection is realized using a copper stripline from the vacuum feedthrough to the PCB and is soldered to the electroplated gold surface. It is placed far away from the dc low pass filters to reduce the rf pickup. The rf bars of the planar trap are contacted through the chip carrier pads to the rf voltage supply.

\(^{18}\) allectra GmbH, Berlin, Germany
Chapter 6

Experimental setup

Both ion trap experiments based on the multi-layer and the planar single-layer trap designs are composed out of the same fundamental building blocks. Beyond the ion microtraps the experimental setup of the planar microparticle trap for the demonstration of the shuttling algorithms is completely different.

The five building blocks of the ion trap experiments are summarized as the vacuum system for microtrap operation, laser optics and electronics, detection optics, trap electronics and experiment control: The first building block covers the trap operation and laser access in a UHV environment (6.1) together with the generation of an atomic beam. The lasers for photoionization of the atomic beam, the laser operation and frequency stabilization of the different optical transitions forms the basis for the quantum state spectroscopy (6.2). An efficient fluorescence detection and imaging of crystallized ion chains allows a fast quantum state readout (6.3). The spectral stability and the noise floor of the radiofrequency trap drive and the multi-channel arbitrary waveform generation for the electrode segments are fundamental for the implementation of ion shuttling in quantum information algorithms (6.4). The experimental control system generates the time table for the spectroscopy using different lasers and digital pulse patterns for the ion shuttling electronics (6.5). Additional tasks are the data acquisition and processing of the ion fluorescence.

The main building blocks are unchanged for the operation of the three-dimensional multi-layer and the two-dimensional planar microtraps, however the different trap dimensionality requires modifications of the trap mounting and the optical detection only.
6.1 Trap apparatus

The microtraps are mounted and operated in a modular designed UHV environment with a high pumping capacity and extended optical access (Fig. 6.1). The vacuum housing serves as a base system with pumps, magnetic field coils and windows for laser access and fluorescence detection. A special flange at the top contains all parts necessary for trap operation, so the ex-situ experiment preparation, i.e. alignment of the ovens close to the microtrap, allows a fast change to a different trap on a short timescale.

**Figure 6.1:** Modular trap apparatus: (a) The stainless steel chamber is based on a DN200CF cross section with two different sections: In the lower section the ion pump (P), the titanium pump (T) with cryoshroud (C), the ion gauge (G) and valve (V) are installed, the upper section contains the special trap flange (orange) with the magnetic field coils (red) (M). (b) Optical access for laser (L) and detection (D) is provided by inverted viewports close to the trap center. The exemplary detection geometry corresponds to the multi-layer microtrap.

The trap apparatus is build as a modular system using a special flange integrated all components for trap operation. The mounting of the microtrap, the electrical feedthroughs for the trap drive, the multiple control segments and the current supplies for the atomic beam ovens are installed on the same DN200CF top flange for easy maintenance. The vacuum base system (Fig. 6.1a) is divided into the upper experimental part with an octagon cross for optical access and the lower technical part with vacuum technique installed. The DN63CF angle valve\(^1\) is used for initial evacuation with a 250l/s turbomolecular pump\(^2\). A DN63CF 65l/s StarCell ion pump\(^3\) and a 500l/s combination of a titanium subli-
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\(^1\) VAT Vakuumventile AG, Haag, Swiss  
\(^2\) Leybold Vakuum GmbH, Köln, Germany  
\(^3\) Varian Inc., Palo Alto, USA
mation pump\(^4\) and a water cooled cryoshroud is operated for closed-cycle pumping. The background pressure is monitored using an extended Bayard-Alpert type UHV gauge\(^5\). The center of the upper section is located 407mm above the bottom (Fig. 6.1b). Two DN63CF inverted viewports\(^6\) with an inner diameter of 45mm allow perpendicular laser configurations tilted to the microtrap. The optical detection is optimized for a maximal numerical aperture using a third DN63CF inverted viewport close to the trapped ions. The window material of the inverted viewports is fused silica, the DN63CF plane windows\(^7\) installed at the vacuum housing are made out of BK7. The inverted viewports and the plane windows are coated with a custom-made antireflection layer\(^8\) for the optical wavelengths of 397nm and 729nm. The concept of the inverted viewports provides optical access very close to the trap center with the ability of installing large scalable microtraps, illustrated by the dashed circle with a diameter of 85mm only.

For trap operation at UHV conditions a custom-made bakeout tent\(^9\) with a heater fan is used for initial evacuation after trap installation. A maximum temperature of 150\(^\circ\)C for a couple of days is required with slow in- and decreasing temperature ramps to achieve an end pressure of \(10^{-10}\)mbar. The end pressure is limited unpredictably because of remaining flux from the soldered SMD parts located at the PCB trap mount. However, a structurally identical trap apparatus for a different experiment is operated at a working pressure of < \(10^{-11}\)mbar.

### 6.1.1 Laser configuration and optical access

The different laser beams for the photoionization of the atoms and the excitation, manipulation and detection of the ions are aligned through the inverted viewports. Most of the laser beams are leaded to the viewports in opposite direction to minimize the stray light by scattering. The two groups of superimposed laser beams are perpendicular to each other and are parallel to the symmetry axis of their pair of magnetic field coils. The laser configuration for both experiments is very similar, while the fluorescence detection at the three-dimensional microtrap experiment is embedded in the horizontal plane (Fig. 6.2), in contrast to the planar trap experiment (Fig. 6.3). There the fluorescence detection is located vertically to the trap surface and is realized with an additional inverted viewport implemented in the trap flange.
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\(^4\)tectra GmbH, Frankfurt am Main, Germany
\(^5\)Varian Inc., Palo Alto, USA
\(^6\)UKAEA, Special Techniques, Abingdon, United Kingdom
\(^7\)VACOM GmbH, Jena, Germany
\(^8\)Tafelmaier Dünnshicht-Technik GmbH, Rosenheim, Germany
\(^9\)tectra GmbH, Frankfurt am Main, Germany
The three-dimensional microtrap is mounted on the trap flange with the electrode surface parallel to the detection viewport (Fig. 6.2a). The axial trap direction is within the plane defined by the lasers and the optical path for the detection. The fluorescence detection of the trapped ions is perpendicular to the axial trap direction using a separate viewport to suppress stray light detection that worsens the efficiency of the quantum state readout. A CCD camera and a photomultiplier are used for photon counting.

**Figure 6.2:** Geometry of the laser configuration at the microtrap experiment: (a) The fluorescence detection of the trapped ions is separated by an additional inverted viewport from the laser beams. (b) All laser beams are fixed positioned except the laser at 729nm, that is moved along the axial trap direction for the transport spectroscopy experiments.

The 397nm laser for Doppler cooling, the 866nm laser for repumping and the 854nm laser for level depletion are oriented collinear to the laser at 729nm and perpendicular to the magnetic field $B$ (Fig.6.2b). The 397nm σ-polarized laser for optical pumping is aligned parallel to the magnetic field. The lasers for photoionization at 423nm and 390nm shares the inverted viewport with the Raman laser A, which is perpendicular to the Raman laser B. All lasers are oriented to the axial trap direction with an angle of ±45° respectively.

This laser configuration shows different orientations for the k-vectors for coherent quantum state manipulation using the laser at 729nm or the Raman laser scheme: While the k-vector of the laser driving the quadrupole transition has non-vanishing components in the axial and radial direction, the effective k-vector for the Raman laser beams is aligned parallel to the axial trap direction. The quantum jump spectroscopy shows the radial and axial sidebands of ion motion using the quadrupole transition with the 729nm laser. The spectroscopy using the Zeeman sublevels of the ground state with the Raman scheme shows a pure axial sideband spectrum with the consequence of non-excitable radial sidebands.
Especially the coherent manipulation of the ions quantum state at the quadrupole transition as well as the interferometrically stable Raman laser beams requires a mechanically stable and well-focused laser setup. The laser optics is installed at an additional threaded alumina breadboard at the same level in front of the viewports. The lasers except the laser at 729nm are focused with a single lens down to a waist size of approximately 30µm at the ion. The laser intensities at the position of the trapped ions are for 397nm about 30µW for Doppler cooling and 0.3mW for detection, for 866nm the intensity is 0.5mW and for 854nm about 0.1mW. The laser beam driving the quadrupole transition with an intensity of 60mW is parallelized with a telescope at first and then focused down to 20µm at the ion. The laser for photoionization are focused down to 150µm at the ion. The laser intensities are 1.5mW at 423nm and 0.8mW at 375nm and lead to a loading rate of a several ions per second depending on the flux of the atomic beam source.

![Figure 6.3: Geometry of the laser configuration at the planar trap experiment: (a) The fluorescence detection of the trapped ions is separated from the plane defined by the laser beams to a vertical position above the trap surface. (b) The lasers are aligned to a specific segment pair of the trap. The laser for Doppler cooling is oriented under a non-vanishing angle to both principal trap axes.](image)

The two-dimensional planar trap is mounted on the trap flange with the electrode surface horizontally parallel. The axial trap direction is within the plane defined by the lasers and is tilted to an angle of ±45° respectively. The fluorescence detection of the trapped ions is perpendicular to the trap surface with a separate inverted viewport implemented in the trap flange (Fig. 6.3a). The detection system and lasers are the same as used in the three-dimensional microtrap setup. The laser systems for photoionization at 375nm and 423nm are aligned collinear, the lasers at 397nm, 866nm and 854nm for Doppler cooling and repumping are aligned perpendicular. The laser beams are aligned approximately 150µm above the surface and coincides with their focus at the trapping electrode segment (Fig. 6.3b).
6.1.2 Magnetic field coils

The magnetic field coils allows the manipulation of the Zeeman splitting of the ground state sublevels as well as the magnetic field compensation in all three spatial dimensions. Two pairs of magnetic field coils are operated in a Helmholtz configuration and oriented perpendicular to each other (Fig. 6.1). The coils are installed at a distance of 23cm at the DN63CF viewports close to the vacuum vessel. The inner diameter is 10cm, the whorl of the 1.5mm diameter copper wire is agglutinated to the alumina body achieving a improved thermal conductivity for the exhaust heat. Albeit the Helmholtz condition - the radius of the coils equals the distance of the coil pair - is not fulfilled for the Zeeman coils, the magnetic field at the position of the trapped ions covers a small area of interest of several hundred $\mu m^2$ only, where the field homogeneity is preserved adequately. The single upper magnetic field coil with an inner diameter of 20cm is mounted at the trap flange.

The compensation of stray magnetic fields is obtained using two Helmholtz pairs for the lateral components and the single coil for the upper component of the magnetic field. The magnitude of the Zeeman sublevel splitting of the ground state is controlled by the Helmholtz pair with its symmetry axis parallel to the 397nm $\sigma$-laser beam. A power supply (Statron 2225.210) with a current ripple of 2mA is combined with an external low pass filter (cut-off frequency of 1Hz) as a stable current source for the magnetic field. The magnetic field strength at the position of the trapped ions is 1.2 Gauss per 1A, the current used was 2.4A for a Zeeman ground state splitting of 30MHz between the $|S_{1/2}, m = 1/2 \rangle$ and $|S_{1/2}, m = -1/2 \rangle$ state.

6.1.3 Calcium oven

The Calcium ions are produced in a resonant two step photoionization process from an effusive neutral atomic beam, which is directed to the loading zone of the microtrap (Fig. 6.4a). The oven is placed 10mm apart in front of the loading zone, so the widening of the beam cross section is minimized in the free flight distance. This prevents the extensive deposition of neutral Calcium on the trap electrodes, because atomic layers of Calcium oxide sustain the generation of patch potentials near the trapped ions disturbing the pseudopotential of the trap.

The oven is made out of a 40mm long stainless steel tube with an inner diameter of 0.8mm and a wall thickness of 0.2mm. The electric resistively heated tube is clamped at the posterior end to a 0.7mm diameter stainless steel rod. At the front side a 10mm wide tantalum stripe11 with a thickness of 0.4mm is welded 8mm below the oven orifice and then welded to another
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10Statron Gerätechnik GmbH, Fürstenwalde, Germany
11Goodfellow Cambridge Ltd., Huntingdon, UK
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Figure 6.4: Microtrap mounting and oven design: (a) The microtrap is centered vertically and the chip carrier is soldered to a gold-plated printed circuit board with SMD low pass filters close to the trap. Outer contact pads connect wires for the dc electrodes to the microtrap. The solid rf connection is realized with a 1mm copper stripline soldered to the vacuum feedthrough directly. In front of the microtrap two ovens are installed. (b) The ovens for generating the effusive neutral atomic beam are aligned to the loading zone. In the vacuum housing the ovens are delimited by the inverted viewports.

stainless steel rod with the same diameter. The stainless steel rods are bent for alignment to the loading zone and connected to copper electrical feedthroughs for current supply.

The oven is filled up to the end of the tantalum stripe with Calcium granules\(^ {12}\). The electrical resistance of the cold oven is about 150Ω, during the first operation the Calcium is deoxidized at a current of 4.5A within 6 hours. Because of the limited lifetime of the trapped ions, i.e. due to the ion loss during transport experiments, the continuous operation of the oven is necessary with a permanent current of 3A applied. For single ion loading only a fraction of the mean sublimation temperature of 450°C at a pressure of 10\(^{-10}\)mbar is required, the loading rate is varied between one Calcium ion per 10s and 0.5s.

The simple oven design is advantageously regarding to the small effective heat capacity, so the reaction time between a variation of the current to the atomic flux is within seconds. Because of the continuous deposition of neutral Calcium a short-circuit of the outer microtrap electrodes is critical, but the microtrap used in the experiments is up to now in operation for 2.5 years without technical problems. The critical area of about 1mm\(^2\) on the area of the microchip trap is apart from the direct view of the trapped ions, so the influence of deposited neutral Calcium atoms as source of local patch potential is omitted (Fig. 6.4b).

\(^{12}\)Alfa Aesar GmbH, Karlsruhe, Germany
6.2 Diode lasers and laser stabilization

The atomic transitions used for the quantum state manipulation of the ions and even for the photoionization of the neutrals are accessible with diode lasers. All laser systems are commercial devices\textsuperscript{13}. The diode laser design is modular and based on a grating stabilized laser diode in a Littrow setup. This master oscillator is combined with a tapered amplifier diode or an external ring resonator for individual purpose at each wavelength.

The master oscillator DL 100 consists out of the laser diode, a grating for Littrow stabilization and a collimator lens in between. The first diffraction order of the blazed grating is focused back to the laser diode, creating a resonator out of the laser diodes rear facet and the external grating. The typical linewidth of the grating stabilized laser is about 1MHz compared to 100MHz of a free-running laser diode. The typical output power is about 5mW. The wavelength is tunable by the injection current of the p-n junction and the ambient temperature. The laser for Doppler cooling and fluorescence detection at 397nm, the repumper at 854nm and the laser for level depletion at 866nm are of this design and will stabilized further by a cavity. Even the free-running laser at 375nm for photoionization is of this type.

For the quadrupole transition at 729nm more laser intensity is needed to drive the dipole forbidden transition efficiently. A tapered amplifier diode is seeded by a master oscillator, which controls the internal modes of the amplifier completely and allows single mode amplification up to 500mW output power. The laser design is called TA-100. Because of the lifetime of the quadrupole transition and the demand of coherent manipulation the laser is stabilized to a narrow linewidth of about 100Hz.

The lasers at 423nm for the first resonant photoionization step and 397nm for driving the Raman transitions are frequency-doubled laser systems. The master oscillator is mode-matched to an external ring resonator, where the fundamental mode is amplified and the frequency-doubled light is generated by second harmonic generation using a crystal inside the cavity. Only at the Raman laser a tapered amplifier diode is placed between the master oscillator and the ring resonator. The output power of the Raman laser TA-SHG 110 is about 150mW, the laser DL-SHG 110 for photoionization emits about 30mW. The frequency of the lasers is stabilized by an internal lock based on the length of the ring resonator.

All laser systems are monitored by a wavelength meter WSU-30\textsuperscript{14} simultaneously using a 8-port fiber switch. An absolute accuracy of 30MHz is achieved, the empirical temporal drift is < 3MHz within 2 hours. The principle is based on several Fizeau interferometers with CCD line detection. The calibration is realized with FMTS spectroscopy on Calcium [Eb107].

\textsuperscript{13}Toptica AG, Gräfelfing, Germany
\textsuperscript{14}High Finesse GmbH, Tübingen, Germany
The laser frequency stabilization in an ion trapping experiment is slightly different from usual locking schemes based on the spectroscopy of neutrals. While the optical transitions for neutrals are accessible in vapor cells, a spectroscopy lock is common. In the case of ionized atoms an analogue locking scheme for the optical transitions is not practicable, so all laser frequencies are locked to cavities or to a doubling ring resonator by a Pound-Drever-Hall scheme. Fundamental requirements to the cavity lock are a broad locking range depending on the resulting spectral bandwith and a low frequency drift which is lower than a fraction of the transition linewidth. The laser bandwidth depends mainly on characteristic cavity parameters like the finesse. Frequency drifts by temperature variations or air circulation result in a change of the cavity length, which is minimized by using special material for the mirror spacer with a low temperature expansion coefficient. An active temperature stabilization is not mandatory, but the operation of the cavity in high vacuum is recommended. Then the thermal conduction is reduced efficiently, for the short-term stability temperature changes by heat radiation get more relevant at laser linewidth of <100Hz.

Figure 6.5: Scheme of the low finesse cavity lock: To apply the Pound-Drever-Hall technique the sidebands are modulated directly on the laser using the internal FET. The cavity length \( d = 100\text{mm} \) with diameter \( w = 5\text{mm} \) is adjustable by the ring piezos I and II. The cavity mode is monitored by a CCD camera (CCD), the photodiode (PD) in reflection is amplified and mixed for the error signal generation. The lock electronics level the PID-controlled diode current and the PI-controlled piezo voltage.

The Pound-Drever-Hall (PDH) error signal (Fig. 6.5, orange line) is generated by a demodulation of the cavity reflected power from a frequency modulated laser with the modulation frequency itself. The frequency modulation \( \omega_m \) of several MHz creates sidebands at \( \omega \pm \omega_m \) to the carrier frequency \( \omega \), which are of opposite phase to each other. The mixing of the photodiode signal demodulates the reflected laser power to dc. The error signal at the carrier frequency \( \omega \) is nearly linear up to half of the carrier linewidth, which serves as a feedback signal. Slow variations up to 10kHz frequency - limited by its mechanical resonance - are compensated by the piezo of the laser diode grating, fast variations are coupled directly to the laser diode current. The capture range of the PDH lock covers the frequency range of \( 2\omega_m \) centered at \( \omega \) because of the sign of the PDH error signal. The PDH locking point of zero is non-sensitive against laser intensity fluctuations, so the laser linewidth is not broadened by this effect.
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Figure 6.6: Assembly of the low finesse cavity: (a) The cavity base material Zerodur is distinguished by its low temperature expansion coefficient. Three of four cavities are adjustable by length using two independent piezo rings. The glued mirrors are plano-concave on the fixed side (curvature of 250mm) and plano-plano on the moveable side. A reflectivity of 99.1% is achieved by a coating for 397nm and 866nm. (b) Because of the cavity design the transversal modes are separated, the free spectral range (FSR) for the TEM00 mode is 1.5GHz, with a measured finesse of 250.

The lasers at 397nm, 866nm and 854nm are stabilized by a Pound-Drever-Hall lock using optical Fabry-Perot cavities with adjustable cavity length (Fig. 6.5). The lock electronics consists out of a PID controller for the laser diode current and the PI controller for the piezo feedback and is adapted from [Tha99]. The cavities are operated under a vacuum pressure of $10^{-7}$mbar to prevent frequency shifts caused by temperature variations. A small 21/s ion pump$^{15}$ is used for continuous pumping (Fig. 6.6). The lasers for repumping at 866nm and level depletion at 854nm are operated at a fixed frequency, while the Doppler cooling laser at 397nm is detuned in a range of several MHz for the optimization of Doppler cooling and micro-motion compensation. The detuning of the laser is realized by the variation of the cavity length using the piezo rings. The piezos are made out of PZ27 material$^{16}$. For static adjustment to the atomic resonance a high precision voltage supply EHQ-8010p$^{17}$ with 1kV maximum output voltage and a noise level of $<10$mV is used. The fine adjustments are implemented with a fast high voltage amplifier miniPiA 103$^{18}$ with a maximum voltage of 300V at a ripple of $<50$mV. The temporal frequency drift and the resulting laser linewidth depends strongly on the quality of the piezo voltage supplies. The frequency detuning is measured to $10$MHz/100V. A laser linewidth of 1kHz is achieved. For the linewidth measurement the laser at 729nm was locked to the low finesse cavity and the linewidth of the carrier transition was detected by quantum jump spectroscopy.

$^{15}$Varian Inc., Palo Alto, USA
$^{16}$Ferroperm Piezoceramics, Kvistgaard, Denmark
$^{17}$iseg Spezialelektronik GmbH, Radeberg, Germany
$^{18}$TEM Messtechnik GmbH, Hannover, Germany
6.2. DIODE LASERS AND LASER STABILIZATION

The infrared lasers at 866nm and 854nm are stabilized to low finesse cavities and connected with a fibre to the wavemeter for coarse frequency measurement (Fig. 6.7a). The optoelectronic shutters allow switching times up to 80ns with an attenuation of 50dB in AOM double pass configuration. The radiofrequency supply and digital control for the optical switches are implemented (Fig. 6.7b) using commercial modular parts.

The infrared lasers at 866nm and 854nm are stabilized to low finesse cavities and connected with a fibre to the wavemeter for coarse frequency measurement (Fig. 6.7a). The optoelectronic shutters allow switching times up to 80ns with an attenuation of 50dB in AOM double pass configuration. The radiofrequency supply and digital control for the optical switches are implemented (Fig. 6.7b) using commercial modular parts.  

Figure 6.7: Laser optics scheme for the lasers at 866nm and 854nm: (a) The optical path shows the cavity lock and the wavemeter connection. The infrared lasers are superimposed for fiber incoupling. (b) The electronics for the optical switches are controlled by digital lines with TTL voltage level.

Figure 6.8: Laser optics scheme for the laser at 397nm: (a) The optical path shows the cavity lock, the fibre connection to the wavemeter and the AOM as an optical switch and attenuator (Doppler cooling and detection). The 397nm beam for cooling as well as the σ-beam are digital controllable with digital pulses at TTL voltage levels.
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19 Brimrose Corporation, Sparks, USA
20 Mini-Circuits, Brooklyn, USA
The 397nm laser setup (Fig. 6.8a) is nearly identical to the optical setup of the infrared lasers (Fig. 6.7a), however the AOM is installed in a single pass configuration as an optical switch with an additional attenuation level. The attenuated power is used for the different tasks of Doppler cooling and quantum state readout. A fraction of the 397nm beam is used for optical $\sigma$-pumping. Both optical paths are equipped each with an additional AOM in single path configuration used as an optoelectronic shutter. The infrared lasers at 866nm and 854nm guided from the fiber are aligned in front of the trap parallel to the 397nm beam by a dichroitic mirror, which reflects the superimposed beams to a focusing lens on the trapped ions. The electronic circuit for radiofrequency generation, beam attenuation and shuttering is similar to the electronics used for the infrared laser setup (Fig. 6.8b).

**Figure 6.9:** Laser optics scheme for the laser at 729nm: (a) The optical path shows the PDH cavity lock with the external laser modulation by an EOM. The AOM installed in a double pass configuration allows fast frequency detuning in a range of $\pm 40$MHz and laser intensity variation. (b) The PDH error signal is generated using a frequency synthesizer and an external EOM. The lock electronics stabilizes the master oscillator, which seeds the tapered amplifier. (c) The high finesse cavity has a fixed length of $d = 75$mm and an entrance diameter of $w = 5$mm.

The frequency stabilization of the 729nm laser driving the quadrupole transition is different from the stabilization schemes for the lasers operated at the dipole transitions. For the coherent manipulation of the ion using the quadrupole transition an enhanced phase stability is needed, represented by a narrow linewidth of the frequency stabilized laser. The output power of the laser specifies the time period for coherent population transfer directly, combined with the small quadrupole transition matrix element the laser intensity of a tapered amplified system is required.
In the optical path guiding the 729nm laser to the trapped ions an AOM in a double pass configuration is integrated (Fig. 6.9a). A waveform synthesizer VFG-150\textsuperscript{21} allows the arbitrary variation of the amplitude, frequency and phase of the radiofrequency signal, which is amplified to drive the AOM with a center frequency of 75MHz. For a coarse wavelength measurement a fraction of the laser intensity is coupled to the wavemeter with a fiber. The frequency stabilization is based on the Pound-Drever-Hall technique with a non-tunable high finesse cavity. For the cavity lock a fraction of the main beam is used with an EOM for beam modulation. The modulation sidebands of the 729nm laser existing solely in the lock branch, therefore the coherent manipulation of the ion is not influenced by the sidebands.

![Figure 6.10: Assembly of the high finesse cavity: (a) The Fabry-Perot reference cavity made out of ULE glass is mounted on Teflon rods. (b) The cavity is operated vertically in a special designed vacuum housing at a pressure of 10^{-9} mbar. (c) The cavity is installed on the laser table providing an easy optical access for an upwards directed incoupling of the 729nm laser.](image)

The focus on the frequency stabilization of the 729nm laser is a stable PDH lock circuit providing a spectral linewidth on the order of several 10Hz full width of half maximum. In contrast to the traditional way of a frequency lock with a 1Hz laser linewidth for coherent qubit operations, the 729nm laser is used for qubit manipulation as a starting point for trap characterization only. In the end the qubit will be manipulated by the Raman laser, and the 729nm laser is used for efficient quantum state readout by robust adiabatic passage. The short-term stability is influenced mainly on vibrational effects, the compensation of temperature drifts is essential for long-term frequency stability. Therefore the reference cavity setup is optimized for vibration isolation with a special cavity design and mounting, while an active temperature stabilization is not necessary up to now.

\textsuperscript{21}Toptica AG, Gräfelfing, Germany
The high finesse cavity is a vertical mid-plane mounted design [Aln08, Lud07, Not05] with a fixed mirror spacing in contrast to the low finesse cavities of tunable length (Fig. 6.10). Because of the transfer of acoustic vibrations by air or mechanical vibrations by contact, the alignment of the cavity mirrors gets worse by vibrational tilting of the mirrors. This results in a reduced finesse and a linewidth broadening. The influence of the horizontal vibrational components are eliminated by a rigid construction, the minimization of the crucial vertical components are considered by a mid-plane vertical mounting (Fig. 6.10a). With a vertical mounting the mirrors are covibrating at a fixed distance. The thermal drifts are compensated roughly by the ULE (ultra low expansion) glass spacer, which has a zero linear thermal expansion coefficient and in addition a vanishing second order part at room temperature. The length of the ULE spacer is 75mm to achieve high mechanical resonance frequencies. The optical contacted mirrors are made of ULE to minimize mechanical stress. The bottom mirror has a plane-plane geometry, the curvature of the concave-plane mirror on top is 50mm. A mirror reflectance of 99.999% is achieved. The high reflection coating exists only at the inner side of the cavity mirrors, the outer surface is layered by an antireflection coating for a wavelength of 729nm. The ULE spacer is mounted with threaded Teflon posts in the vacuum base flange. The cavity was designed22 and fabricated23 by external partners.

The optical viewports of the vacuum housing are covered by the same antireflection coating at both sides and are tilted by 2° to avoid interference effects (Fig. 6.10b). The cavity is thermally isolated by a small vacuum housing equipped with a Varian 2l/s ion pump. The 729nm laser is coupled to the cavity from the bottom. The incoupling is optimized for a small optical distance and avoids vibrations using a rigid mounting of the incoupling mirror (Fig. 6.10c). The free spectral range (FSR) of 2 GHz combined with an estimated linewidth of \( \sim 10\text{kHz} \) results in a finesse of 100000. With this setup the linewidth of the 729nm laser driving the \( S_{1/2} \leftrightarrow D_{5/2} \) quadrupole transition is narrowed to \(< 100\text{Hz} \), which is measured at the carrier transition using quantum jump spectroscopy.

The Raman laser at 397nm can be used as a replacement for the 729nm laser for quantum state manipulation of the Zeeman sublevels \( |m = 1/2 \rangle \) and \( |m = -1/2 \rangle \) at the ground state \( S_{1/2} \) of \(^{40}\text{Ca}^+\). The 729nm laser is then used for quantum state readout only. Two phase-coherent Raman beams with a fixed frequency spacing of 3 GHz allow transitions between both Zeeman sublevels. The resulting k-vector of the Raman laser field is oriented parallel to the axial trap direction, because each Raman beam is tilted with an angle of 45° to the linear trap axis. The demand of interferometric stability for the Raman beams requires a rigid optomechanical setup.
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22Mark Notcutt, JILA, USA
23Advanced Thin Films, Boulder, USA
Figure 6.11: Laser optics scheme for the laser at 393nm: (a) The optical path shows the intensity stabilization by an AOM with a photodiode feedback. One Raman beam is tunable in frequency, the other is superimposed with a AOM detuned Raman cocarrier beam. (b) The Raman laser at 393nm consists out of a master oscillator (MO) in Littrow configuration combined with a tapered amplifier diode (TA). Backwards incoupling is prohibited by optical isolators (OI). The light is frequency-doubled by a ring resonator and stabilized using a PDH locking scheme.

The Raman laser intensity is stabilized optionally by a feedback circuit using an AOM and a photodiode (Fig. 6.11a). The Raman beams are created using a polarization beam splitter, an AOM for frequency detuning installed in a single path is used for spectroscopy. The Raman cocarrier is frequency tunable with another AOM and parallel aligned to the remaining beam. Measurements with large Raman detunings on the order of 10 Ghz relative to the $S_{1/2} \rightarrow P_{3/2}$ transition and Rabi oscillations with several kHz frequency require a high laser output power on the order of 150mW. Therefore a tapered amplifier system with a master oscillator at 794nm is used, which is frequency-doubled using an external ring resonator (Fig. 6.11b).

The bow tie cavity consists out of two confocal and two plain mirrors. The doubling crystal KNbO$_3$ (potassium niobate) is placed in the beam waist between the two confocal mirrors. The laser frequency is stabilized by a variation of the cavity length using a piezo mounted on the plain cavity mirror. The PDH technique is used for generating the error signal for length stabilization, the diode current of the master oscillator is modulated and a photodiode detects the reflected output signal of the ring cavity. The photodiode signal is phase sensitive to the modulated output of the master oscillator and is mixed with the modulation signal. The resulting error signal is the input for the PID controlled lock electronics with feedback to the master oscillator. The mode of the ring cavity output is cleaned by a single-mode fiber placed in between of the intensity stabilization and the optoelectronics for Raman frequency detuning.
6.3 Fluorescence detection and imaging

The quantum state of the ions is detected by their fluorescence at the wavelength of 397nm for \( S_{1/2} \leftrightarrow P_{3/2} \). The fluorescence is measured by a photomultiplier and a CCD camera simultaneously. Key parameters of the detection system are the single readout time, the signal-to-noise ratio and the spatial resolution of the imaging. The quantum efficiency of the detection devices combined with the numerical aperture of the lens system results in a fast readout with short exposure times of several ms. The dynamic range of the detector belongs to the signal-to-noise ratio combined with single ion resolution. The technical demand on the lens system together with the CCD camera are the spatial resolution of single ions in an ion chain. The typical distance of adjacent ions is on the order of several \( \mu \)m.

![Figure 6.12: Schematics of the optical detection: (a) The custom-made lens is placed b = 17.5mm apart from the viewport, with a remaining distance of a = 42.5mm at the vacuum side. The aperture is h = 38mm. (b) The L-shaped optical path of the detection system consists out of the photomultiplier (PMT), CCD camera (CCD) and the lens (LS) in front of the viewport (V). Some mirrors (M), a beamsplitter (BS) and a lens (L) define the optical path. A band-pass filter (F) for 397nm and a slit (S) are used for optimizing the signal-to-noise ratio of the fluorescence detection.](image)

The trapped ions are centered in the vacuum vessel (Fig. 6.1b). For an optimized collection efficiency of the fluorescence emitted by the ions a lens is placed inside an inverted viewport at the air side (Fig. 6.12a). The custom-made lens system \(^{24}\) consists out of 5 fused silica lenses, covered with an antireflection coating for light at 397nm and 729nm. The spherical aberration of the 6mm thick fused silica viewport is preconceived in the numerical optimization of the single source imaging at a magnification of 20. The focal length of \( f = 66.8\)mm and a source distance of \( g = 45.1\)mm result in a image distance of \( b = 1436.5\)mm. The numerical aperture of the lens system amounts to 0.27, which limits the optical resolution by Raleigh to 0.85\( \mu \)m. The depth of field is calculated to 18.5\( \mu \)m [Ben08b].

\(^{24}\)Sill Optics GmbH, Wendelstein, Germany
The lens system is the most critical optical component in the detection system, because the readout time is dominated by the collection efficiency of the custom-made lens. The photon collection efficiency is determined by the solid angle $\Delta \Omega$ of the lens. At a working distance of $a + b$ and with the entrance diameter $h$ the solid angle $\Delta \Omega$ follows to

$$\frac{\Delta \Omega}{4\pi} = \frac{1}{2} \left( 1 - \sqrt{1 - \frac{1}{1 + \left(2(a + b)/h\right)^2}} \right) = 0.0248 \approx \frac{1}{40}$$

The optical detection path (Fig. 6.12b) including the lens system, the photomultiplier and the CCD camera is mounted on a breadboard, which is moveable with a 3-axis translation stage PT3/MBT602\(^{25}\) (microtrap/planar trap) for focus adjustment. The ion fluorescence is detected simultaneously with the photomultiplier and the CCD camera using a 70:30 beamsplitter. In front of each of the detectors a band-pass filter FF01-377/50-23.7-D\(^{26}\) transmits the 397nm photons and suppresses infrared light from the 866nm and 854nm lasers. A variable two-dimensional slit\(^{27}\) minimizes the detection of diffuse reflections from the 397nm laser. The single ion detection is realized easily with a signal-to-noise ratio (SNR) of 4 with a background noise level rate of 4kHz. Further improvement of the slit position allows signal-to-noise ratios of about 10.

The non-cooled photomultiplier P25PC\(^{28}\) detects 397nm photons with a quantum efficiency of $\eta_{\text{pmt}} = 0.27$, the electronics for photon counting is integrated and supports the readout with single digital pulses for single photon counting. The quantum efficiency $\eta_{\text{ccd}}$ of the Peltier-cooled CCD camera iXon 885\(^{29}\) is increased up to 0.5 using the electron multiplying technique for the CCD chip, while the dark current is decreased efficiently at a chip temperature of $-60^\circ \text{C}$. The image area of 256 $\times$ 256 pixels with a pixel size of 8$\mu\text{m}$ allows the detection of ion chains. The magnification of the optical detection is adapted that at minimum a single CCD pixel remains between adjacent ions of a linear ion string.

The overall detection efficiency $\eta$ can be calculated using the solid-angle $\Delta \Omega/4\pi$ of the lens, the lens transmission loss of 0.96 at 397nm optimized by the antireflection coating and the 397nm filter transmission of 0.88. Including the beamsplitter the total efficiency $\eta$ can be estimated to 0.004 for the photon counting and 0.003 for the CCD imaging - several hundreds photons are required to trigger a single event, which is sufficient referring to the scattering rate of $10^9$ photons per second of the optical dipole transition $S_{1/2} \leftrightarrow P_{3/2}$ for fluorescence detection.

\(^{25}\)Thorlabs, Newton, USA
\(^{26}\)Semrock, Rochester, USA
\(^{27}\)Owis GmbH, Staufen, Germany
\(^{28}\)ET Enterprises, Uxbridge, United Kingdom
\(^{29}\)Andor, Belfast, Northern Ireland
6.4 Trap voltage supplies

Two types of voltage supplies are required for the operation of the multi-segmented Paul microtraps: A stable radiofrequency voltage supply at a fixed frequency of several tens of MHz with voltages of about $200\,\text{V}_{\text{pp}}$ and a programmable multi-channel voltage supply with a range of $-10\,\text{V}$ to $10\,\text{V}$, which is used for the shuttling of ions. The modest requirements on the maximum voltages are predicated upon the microscopic trap dimensions.

6.4.1 Single-channel rf voltage

The radiofrequency voltage in the VHF range for the trap drive is characterized by a high peak voltage compared to a standard signal generator output and a passive impedance matching to the rf trap electrodes. The rf voltage is generated by a Marconi 2019 signal generator\textsuperscript{30} followed by a Mini-Circuits LZY-1 amplifier\textsuperscript{31} with a fixed gain of 44dB. Optionally the variable attenuator Mini-Circuits ZX73-2500+ is placed in between, providing a voltage controllable attenuation in the range from 5dB to 55dB. The variable attenuator is installed for ion shuttling experiments in the tapered trap region only, where the rf peak voltage is varied during the ion transport. Between the rf amplifier and the rf trap electrodes a helical resonator is installed at the air side on the top of the trap flange, which is used for further rf amplification and impedance matching of the open-ended circuit (Fig. 6.13). A grounded metal shield on the trap flange minimizes the rf pickup for the laboratory electronics.

The helical resonator is a coaxial quarter-wave resonator with an inner conductor wound to a helix [Mac59]. The length of the copper solenoid is approximately a quarter-wave of the input frequency and the upper end is grounded to the cylindrical copper shield (Fig. 6.13a). The helix is self-supported mainly, polystyrene as a low-loss material stabilizes the coil against mechanical vibrations. A probe coupling at the connected end is used for incoupling and tuning to the resonance frequency. At the open end the helix is soldered to the rf electrical feedthrough, which connects the resonator to the trap rf electrodes using a copper stripline on the vacuum side. Between the helical resonator and the vacuum feedthrough a capacitance divider is installed to determine the incoupled rf voltage to the microtrap. The copper cylinder itself is grounded to the vacuum housing.

The resonator is characterized by the unloaded resonance frequency $f_0$ and the quality factor $Q_0$ [Zve61]. The electrical energy is stored in the helix, so the quality factor $Q_0$ is limited by conductor losses of the helicoil, the outer shielding and dielectric losses. The total inductivity $L_{\text{load}}$

\textsuperscript{30}Marconi Instruments Ltd., London, United Kingdom.
\textsuperscript{31}Mini-Circuits, New York, USA.
and capacitance $C_{load}$ of the capacitance divider, the vacuum feedthrough, the copper wires and the trap electrodes act as a load for the helical resonator and reduce the resonance frequency to $f < f_0$. The final frequency $f$ results in $1/f = 1/f_0 + 1/f_{load}$. The capacitance of the different components influences the load of the resonator in equal parts, mainly the capacitance divider with 5pF and the electrical feedthrough with 6.7pF are slightly more significant than the rf trap electrodes with a capacitance of 2.5pF for the microtrap and 4.6pF for the planar trap (Fig. 6.13b).

The basic frequency calculation dependent on the resonator dimensions covers the bare frequency $f_0$ and the unloaded quality factor $Q_0$ [Mac59]: It is recommended that the diameter $D$ of the shield and the helix diameter $d$ are related to $d/D = 0.5$. The total number of windings $N$ determines the bare frequency $f_0 = 1900/ND$. Additional constraints for a quality factor $Q_0$ on the order of a couple of hundred are the minimum number of helix turns to $N > 5$ and a helicoil pitch more than twice of the wire radius. The stability of the design against mechanical vibration is crucial to avoid jitter of the resonance frequency and rf amplitude fluctuations respectively.

The helical resonator used for the microtrap is characterized by a bare frequency $f_0$ of 28MHz, which is reduced to $f = 24.741$MHz with a quality factor of $Q = 80$. The copper helix with a diameter of $d = 4$mm, $N = 4$ turns and a pitch of 8.5mm is integrated in the copper shield with a diameter of $D = 8$cm and a total length of 18cm. The signal generator power of $-10$dBm results in a trap voltage of $200V_{pp}$ monitored with the capacitance divider. The helical resonator used for the planar trap experiments has a bare resonance frequency of 23MHz and a load resonance frequency of $f = 18.4$MHz with a quality factor of $Q = 120$. The copper shield with its diameter of $D = 8$cm and a length of 25cm contains a 2.5mm diameter helicoil with a pitch of 4mm and 16 turns. An input power of $-16$dBm at the signal generator is amplified and impedance matched to the rf trap electrodes with a voltage of $180V_{pp}$. The power used is about $\sim 400$mW.
6.4.2 Multi-channel dc voltages

The operation of multi-segmented Paul traps requires a manifold of programmable stable dc voltages for fast ion transport experiments. Compared to the demonstration of ion shuttling the stationary trapping of an ion chain at a single segment pair is implementable with a single voltage source in principle. This straight concept is used for the demonstration of coherent manipulation of a single ions quantum state including sideband cooling.

The simple concept of a single axial voltage for trapping of a single ion or an ion chain shows the concept for the operation of segmented microtraps: The axial confinement is realized with a negative voltage $U_n < 0V$ at segment pair $n$, while all other electrodes $k \neq n$ are grounded with $U_k = 0$. In addition the axial segment electrodes are used for the compensation of radial micromotion with a voltage $\Delta U$. A non-ideal trap fabrication results in a deviation of the radial radiofrequency potential from a perfect symmetric field, so the pseudopotential node is displaced from the point of axial symmetry. The compensation voltage $\Delta U$ shifts the ion in radial direction close to the pseudopotential node. Both electrodes of the segment pair $n$ are supplied antisymmetrically with $U_n + \Delta U/2$ and $U_n - \Delta U/2$ to avoid any additional electric potential at the trap center. To preserve the symmetry of the electric potential in axial direction independent of the micromotion compensation, the remaining electrode segments $k$ are supplied with $\Delta U/2$ and $-\Delta U/2$ respectively. The concept is extended to the ion shuttling experiments with a multi-channel voltage source, neglecting position-dependent voltages $\Delta U \approx \Delta U(z)$ for micromotion compensation as lowest-order approximation.

Trapping of ions at a single electrode segment is implemented with a simple analog electronic circuit using operational amplifiers: Two lead acid batteries with a nominal voltage of 12V and 7Ah capacity are connected as a symmetric voltage supply. The negative segment voltage $U_n$ and the micromotion compensation voltage $\Delta U$ are adjusted manually by two multi-turn potentiometers working as potential dividers. In an inverting operational amplifier circuit with an OP27 the voltage $-\Delta U$ is generated, and with two OP27 summing operational amplifier circuits the voltages $U_n + \Delta U/2$ and $U_n - \Delta U/2$ for each electrode segment of the trapping pair $n$ are obtained. All other electrode pairs $k$ are supplied with $\Delta U$ and $-\Delta U$.

The inaccuracies of the output voltages $U_n$ and $\Delta U$ are compensated manually with potentiometers, but the gain of the operational amplifier circuits is defined by the ratio of the individual input and output resistors of 1k\ohm. Therefore the gain error influences the output voltages directly and cause asymmetric errors at the inverting and summing circuitry - these can be minimized by trimmed resistor components. Such asymmetries of the
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electrode voltages at a segment pair effect a limited micromotion compensation. In particular arbitrary noise on the voltage supplies induces motional quanta on the ion along the axial direction. For the heating rate measurement as a fundamental attribute of the ion trap it is crucial to avoid any noise-induced motional quanta. The electronic circuitry including the lead acid batteries are installed in metal shielded cases, the output voltages are feeded by shielded cables to the four DB25-type vacuum feedthroughs. The ground of the axial dc voltages is shortened to the radiofrequency ground close to the microtrap chip carrier, which is realized inside the vacuum to prevent any ground loops and is proved empirically.

An extended concept with a manifold of low noise dc control voltages provides transport, splitting and merging operations for ion chains. The Paul microtrap with multiple segments is controlled using multi-channel digital-to-analog converters instead of analog electronic circuits with operational amplifiers. Each electrode of a segment pair is assigned to a specific digital programmable output voltage in a range from $-10\text{V}$ to $10\text{V}$. Because of the sensitive long range Coulomb interaction between the ion and a single electrode potential at least a 16-bit voltage resolution of the full voltage range is required, approximately a voltage step size of $0.3\text{mV}$. By the way, fast non-adiabatic ion shuttling operations on the order of the trapped ion motional frequencies require a sampling rate of several MSPS per output channel.

The multi-channel voltage source is realized with 16 digital-to-analog converters TI8814\textsuperscript{33}, each providing 4-channels with a bipolar voltage range

\textsuperscript{33}Texas Instruments Inc., Texas, USA.
of 10V with 16-bit resolution. The serial SPI-compatible programming interface allows update rates up to 2.5 MSPS per channel at clock frequencies of 50MHz. Two self-developed printed circuit boards, each carrying 8 digital-to-analog converters, provide 64 output voltages in total, which are wired with individual SMA cables to their dedicated pins at 4 DB25-type connectors. The connectors are interfaced with 4 DB25-type vacuum feedthroughs by shielded cables. Two pairs of lead acid batteries with a voltage of 12V and 7Ah capacity respectively, 6V and 7Ah are used as a symmetric voltage supply. The digital lines for programming of the TI8814 are interfaced to the personal computer by the parallel port, which is galvanic isolated via optocouplers to avoid any pickup of arbitrary noise.

Each digital-to-analog converter TI8814 is interfaced by 4 digital lines - clock, serial data and two digital inputs for selecting the device and latch. All 16 devices share the same clock, the remaining 3 digital lines can be addressed for each device separately. Based on a sophisticated scheme the control of 16 output voltages with the full sampling rate of 2.5 MSPS in parallel is achievable: The same single channels of each digital-to-analog converter are summarized to a subgroup of 16 adjacent electrodes respectively 8 segment pairs. In an ion shuttling experiment the subgroup of 8 segment pairs can be shifted continuously through all electrodes. The information is processed with the maximal sampling speed, because only a single channel of each device is addressed at the same time. The demonstration of a non-adiabatic transport operation with a single or a couple of ions will necessitate this scheme using multi-channel digital-to-analog converters with a serial programmable interface.

The multi-channel voltage control is interfaced for the adiabatic transport experiments with the parallel port of a personal computer. The parallel port provides a 8-bit wide digital bus only, so a dedicated line for clock, serial data input and latch is reserved and the 16 remaining digital lines for selecting of the devices are multiplexed by a 4-bit wide digital bus. The sampling rate is decreased to 1kSPS, which is adequate for adiabatic shuttling experiments.

In experiments with multi-segmented microfabricated ion traps the programmable voltage source with multiple channels is a crucial device next to the trap fabrication itself. It is of practical experience to adjust the microtrap dimensions regarding the provided dc voltage range and the expected motional frequencies of the ions. The allocation of position-dependent voltages for the micromotion compensation is feasible now and the problem of ion transport is transferred to the development of efficient numerical algorithms.
6.5 Experiment computer control

The requirements for the experiment control are above-average regarding time-critical sequences compared to a standard table-top experiment in quantum optics (Fig. 6.15). All information of the physical system is extracted out of a single ion fluorescence - whether it is or not. The distinction if the metastable state is excited or the ground state is populated is measured statistically with a couple of identical batched experiments for each data point using the electron shelving technique. Each experiment consists out of a timetable, which specifies a digital pattern for switching of the lasers, their frequencies and the time-dependent trap voltages.

All laser beams are switched by the control electronics using digital lines with TTL voltage levels. Two data acquisition devices NI PCI-6733\(^{34}\) with 16 digital output (DO) channels at a sample rate of 1MSPS are used for measurements with multi-cycle time sequences. The photoionization lasers at 423nm and 375nm are switched by a mechanical shutter for the loading of ions (1DO). The repumper at 866nm, the laser for level depletion at 854nm and the laser at 729nm for coherent quantum state manipulation are controlled independently by optical switches using double pass switchable AOM configurations (3DO). The Doppler cooling laser at 397nm is switched and attenuated by a setup of 2 AOMs (2DO), the optical pumping using the 397\(\sigma\) beam is realized with another AOM switch (1DO). The two Raman laser beams and the Raman co-carrier at 423nm are switched, attenuated and detuned by three independent AOMs in a interferometrically stable optical setup (3DO). The timebase of the optical AOM switches are 10ns approximately depending on the correct laser focus, orders of magnitude faster than the sampling rate of the data acquisition cards and the requirements for the experiment.

Two rf synthesizers RS SML01\(^{35}\) are used for the variation of the 729nm power, carrier and sideband frequency detuning for spectroscopy. External programming is provided by a GPIB interface. The time duration of the coherent excitation with a rectangular shaped pulse of laser intensity using a timebase of several ns is provided by an electronic delay generator DG535\(^{36}\) with a GPIB interface. The devices are connected with a GPIB-USB-HS\(^{37}\) interface to a personal computer. Arbitrary shaped intensity pattern for coherent state manipulation like experiments using robust adiabatic passage are created with a USB interfaced function generator VFG 150\(^{38}\), which is a more versatile replacement for the delay generator DG535.
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\(^{34}\)National Instruments Corporation, Austin, USA.
\(^{35}\)Rohde & Schwarz GmbH, München, Germany
\(^{36}\)Stanford Research Systems Inc., Sunnyvale, USA
\(^{37}\)National Instruments Corporation, Austin, USA.
\(^{38}\)Toptica Photonics AG, Graefelfing, Germany
The dc voltages for the multiple trap electrodes are supplied by custom-made electronics using TI8814\textsuperscript{39} digital-to-analog converters, which are interfaced using a SPI protocol. The programming lines are connected to the parallel port of the personal computer for experiment control. The update rate of the analog channels is limited to 1kHz by the parallel port interface and will be replaced by a FPGA (field programmable gate array) device in the near future to achieve the maximal sampling rate of 2.5MHz for 16 channels simultaneously. The ion transport experiments require a dynamical adjusted rf trap voltage. The variable rf attenuator is connected to a single digital-to-analog channel primary used for the supply of a dc trap voltage. Because of the same timebase the dc trap electrodes and the rf trap supply are triggered for ion shuttling experiments perfectly.

![Figure 6.15: Experiment control scheme](image)

The data acquisition of the ions fluorescence is realized with a photomultiplier P25PC\textsuperscript{40} connected to the 24-bit counter input channel (1DI) with a timebase of 20MHz of a NI PCI-6733 card.

\textsuperscript{39}Texas Instruments, Dallas, USA
\textsuperscript{40}ET Enterprises Ltd., Uxbridge, United Kingdom
The experiment control is triggered optionally at the edge of the power line using a Schmitt trigger. These minimizes the dephasing of the coherence due to 50Hz magnetic field fluctuations, which is determined directly by the contrast decay of Raman fringes for different delay times (Fig. 7.9). Of course the multi-cycle measurements for each data point are not finished within a fraction of 20ms, but each cycle of different data points is measured at a similar magnetic field, so the averaged coherence is preserved by an order of magnitude.

Almost all measurements are realized by the variation of one parameter, i.e. the 729nm frequency AOM detuning for determining the motional sidebands or the 729nm pulse duration for the observation of Rabi oscillations, and ended with the detection of the binary fluorescence of the single ion and the decision if the ground or metastable quantum state is populated. This statistical measurement is repeated for many times, in general more than 200 times per data point to minimize the statistical error to less than 0.5 percent.

The experiment control software executes timetables with a timebase of 1μs multiple cycles for each data point. Based on the variation of a single parameter the data acquisition uses the electron shelving technique as the basic detection principle. Each measurement scheme is packetized out of the same modular blocks like i.e. Doppler cooling, sideband cooling, fluorescence detection (Fig. 7.3). It is obvious that a interpreted language with the option of compiled scripts fulfill the requirements at best, so the data analysis framework ROOT developed at CERN is used. The interpreted scripts are programmed in the programming language C/C++ and can be compiled for faster execution. The time critical measurement sequences are generated with ROOT, then downloaded to the NI PCI-6733 card, executed and returned the fluorescence counts from the photomultiplier, which are postprocessed and displayed with GNUPLOT. The timetable is used for the exact laser beam shuttering and the start trigger for the coherent manipulation using the DG535 or the VFG 150. The driver framework Measurement Studio by National Instruments is used for the card programming, with Microsofts Visual C++ the different scripts and the modules used by the driver and the data analysis framework are compiled.
Chapter 7

Microtrap experiments

The experimental results achieved with the multi-layer segmented linear microtrap start with the first trap operation and characterisation of cold linear ion crystals (7.1). The fundamental trap properties are compared with numerical simulations of the electric fields. The coherent quantum state manipulation of a single \(^{40}\text{Ca}^+\) ion is demonstrated on the quadrupole transition for an optical qubit (7.2).

The microtrap is characterized with quantum jump spectroscopy using the quadrupole transition. The efficient compensation of micromotion is shown (7.2.1), and coherent single ion dynamics (7.3) is initiated by the measurement of Rabi oscillations. The coherence of the quantum state is quantified by Ramsey spectroscopy. A single ion is cooled to the motional ground state using sideband cooling on the quadrupole transition (7.3.1). The applicability of the microtrap for experiments in quantum information science is shown by the measurement of the heating rate in the storage zone (7.3.2). The scalable transport of a single ion allows quantum jump spectroscopy at each trap segment (7.4), demonstrating the combination of spectroscopy and shuttling operations for the first time. The microtrap can be characterized continuously evaluating the motional sidebands at each point of the trap. This method called transport spectroscopy is applied for a complete analysis of the electric field properties in the storage zone and the adjacent tapered trap region.

In contrast to the initialization of the qubit using the quadrupole transition, even the Zeeman sublevels of the ground state are accessible directly via a Raman transition (7.5). Spectroscopy on the Raman transition is realized for the initial tests of a spin qubit.
7.1 Trap operation

All measurements reported here are realized in the storage region of the microtrap. The trap electrode geometry is optimized for the processing of several linear ion crystals each containing a couple of ions. The loading scheme favors the successive trapping of single ions complying to the experimental requirements in quantum information science.

Under typical operating conditions, the trap is supplied with rf voltages of \( U = 280 \text{V}_{\text{pp}} \) at a frequency of \( \Omega = (2\pi) \cdot 24.841 \text{MHz} \). The dimensionless stability parameter \( q = \frac{2eU}{(m\Omega^2)c_2} \) results in \( q = 0.28 \) for the trap electrode geometry of the storage region. The geometric factor \( c_2 = 0.52 \cdot 10^7 \text{m}^{-2} \) of the quadrupole potential is obtained by numerical simulations of the radial quadrupole field in the storage zone. The frequency of the secular motion \( \omega = \Omega \cdot q/2\sqrt{2} \) for the radial confinement is calculated to \( \omega = (2\pi) \cdot 1.26 \text{MHz} \), which is proven experimentally with high accuracy. The trap voltage \( U \) can be lowered down to \( 160 \text{V}_{\text{pp}} \) with remaining stable conditions for single ion trapping, representing a secular frequency of 720kHz.

The successive single ion loading is established using a single electrode pair at the storage region. The adjacent electrode pairs are not involved, both control electrodes are supplied with voltages in the range of \( \pm 10 \text{V} \). The ions are trapped at the center of this electrode pair. All adjacent control electrodes are biased with the same voltage for micromotion compensation. The control electrodes at the opposite side are biased with the inverse voltage. The electrode geometry of the storage region allows a tight confinement with an axial motional frequency of 1.2MHz for the control voltage of \( -5 \text{V} \) at the single trapping pair only, which is experimentally verified within 5% accuracy via sideband spectroscopy. The axial voltage can be decreased to \( -2 \text{V} \) without any change of the loading rate, then the axial frequency is shifted down to 480kHz. At weaker axial confinements the successive loading of ion crystals is advantaged, so for single ion experiments discussed here the tight axial confinement is favoured.

The trap is loaded via an effusive atomic calcium beam, which is vaporized using a resistively heated oven. The oven is operated at a constant current of 2.5A to 3.5A at temperatures in the range of 200°C to 350°C, the beam is directed through the main slit of the microtrap. The effusive beam is ionized partly by isotope selective photoionization using a two step resonant excitation with UV diode lasers [Gul01a]. At first the neutral atoms are excited resonantly from their ground state \( 4s^1S_0 \) to the intermediate state \( 4p^1P_1 \) with a frequency doubled diode laser at 423nm. The second laser at 390nm excites the atom in a Rydberg state with a principal number of \( n \sim 30 \). Finally the highly excited atoms are ionized by the electric fields of the trap located near the rf node. Both photoionisation lasers are superimposed and focused to the trap center crossing the effusive neutral beam.
7.1. TRAP OPERATION

The kinetic energy of a non-cooled ion cloud for trapping is on the order of 20meV to 50meV, combined with heating effects issued from the electric fields of the ion trap an external energy of < 100meV is achieved. Based upon the typical operating conditions of $U = 280\text{V}_{\text{pp}}$ and $\Omega = (2\pi) 24.841\text{MHz}$, the radial confinement is limited to 0.75eV calculated with the ponderomotive potential approximation $\phi_{\text{ps}} = e^2/4m\Omega^2|\nabla \phi|^2$. The axial trap depth results in a couple of eV of the static potential. The mean kinetic energy of the ions shows that the trapped ions has to be generated near the rf node at the trap center. With an approbiate scattering rate of the dipole transition for Doppler cooling the ions are cooled down to the Lamb-Dicke limit successively.

For the detection of the trapped ions the lasers at 397nm and 866nm are essential. Both lasers are crossed with the photoionization lasers and the effusive atomic beam at the rf node. The laser for Doppler cooling and fluorescence detection at 397nm driving the dipole transition $S_{1/2} \leftrightarrow P_{1/2}$ is detuned half of the linewidth $\Delta \omega = \omega_0\sqrt{(8kT \log_2/mc^2)}$ in the range of $\Delta \omega \sim (2\pi) 1.5\text{GHz}$. The repumping laser at 866nm driving the transition $D_{3/2} \leftrightarrow P_{1/2}$ to prevent ion loss is tuned on resonance. The power of 30µW for 397nm is focused to a spot size of 30µm, well below the saturation limit to avoid power broadening. The 866nm laser is focused to a spot size of 30µm with a power of 0.5mW.

Figure 7.1: Detection and imaging of trapped $^{40}\text{Ca}^+$ ions: (a) The quantized fluorescence signal near 397nm at single ion loading is measured with constant binning of the CCD camera. (b) The fluorescence pictures illustrate the single ion resolution of linear ion crystals (left). A non-crystallized ion cloud is elongated along the axial trap direction (top). The quantum state selective fluorescence is shown at a linear ion crystal out of two $^{40}\text{Ca}^+$ and a dark ion at time-dependent swapping positions (right).
The Doppler cooling limit of a few mK is achieved corresponding to half of the natural transition linewidth. For the fluorescence detection with the Doppler cooling laser the transition is saturated using a power of 300\(\mu\)W for maximum photon scattering, for Doppler cooling to the Lamb-Dicke regime the laser is attenuated respectively.

The quantized fluorescence signal from the trapped ions during photoionization loading (Fig. 7.1) shows the single ion resolution of the binned fluorescence signal of an ion cloud. The signal-to-noise ratio of \(\sim 25\) (Fig. 7.1a) affirms the suppression of scattering light from background, which is necessary for single ion pictures (Fig. 7.1b). A single ion leads to a photon count rate of about 14kHz. After the phase transition of the ion cloud to a crystalline structure of the linear ion string, the Doppler cooling laser is tuned closer to the atomic resonance, because the linewidth of the excitation is narrowed. The radial ponderomotive confinement of the trap is always stronger than in the axial direction, so the linear ion string is oriented parallel to the control electrodes. The successive loading at a constant trap potential decreases the spacing of the equilibrium positions. The inner spacing of the two-ion crystal is about 7\(\mu\)m.

Mixed species ion crystals are trapped rarely because of the photonionization loading technique. The impurity ions like CaH\(^+\) oder CaOH\(^+\) are identified by their non-fluorescing behavior with light at 397nm, but are trapped and sympathetically cooled by the remaining \(^{40}\text{Ca}\)^+ ions. The mass of the impurity ions can be determined exactly by comparison of the motional frequencies with \(^{40}\text{Ca}\)^+. The higher mass \(m\) leads to trap parameters of lower \(q\) and results in trajectories of a larger phase space area, so the occupation of the equilibrium positions is time-dependent because of heating effects.
7.2 Quantum jump spectroscopy

The metastable quadrupole transition $S_{1/2} \leftrightarrow D_{5/2}$ allows spectroscopy based on electron shelving. The ion is excited from the ground state $S_{1/2}$ with the 729nm laser by a weak transition to the $D_{5/2}$ state. The quantum jumps $[Nag86, Sau86, Ber86]$ exemplify the long lifetime of the metastable level (Fig. 7.2a). Hence the $D_{5/2}$ state is depleted by the laser at 854nm. The decay of the $P_{3/2}$ state is shortened to the ground state $S_{1/2}$ by the strong dipole transition. The carrier and the sideband transitions are resolved dependently on the spectral linewidth of the 729nm laser. For a spectroscopy measurement the laser at 729nm is detuned from the carrier transition using an AOM to detect the secular and axial motional frequencies of a single ion confined in the trapping potential.

Figure 7.2: (a) The time-dependent resonance fluorescence signal near 397nm shows quantum jumps due to the excitation with the 729nm laser. The visibility of the quantum jumps is determined by the suppression of the background noise at the dark state. (b) Histogram of the fluorescence near 397nm for a single ion. The separated Poissonian distributions of the fluorescent $S_{1/2}$ state and the state $D_{5/2}$ allow an efficient discrimination. Until the number of photon counts of a single measurement exceeds the discrimination limit, the ion is assigned to the state $S_{1/2}$. The histogram is plotted using 1000 identical measurements at a count time of 5ms.

Because of the low scattering rate of the metastable state $D_{5/2}$ the occupation is determined by electron shelving with a statistical binary measurement of the fluorescence using the photomultiplier. In the $S_{1/2}$ ground state the ion is fluorescing by driving the transition for Doppler cooling at 397nm, but the fluorescence is absent if the ion is excited to the metastable $D_{5/2}$ state. The $D_{5/2}$ state occupation is measured with a fixed number of iterations as a mean value of all binary results of the photomultiplier detection cycles. For an efficient statistical detection a calibration measurement results in a threshold value for the future discrimination of the photomultiplier counts for direct state detection. The histogram of the calibration
measurement (Fig. 7.2b) shows the background counts caused by straylight of the Doppler cooling laser at 397nm without ion fluorescence. At a higher fluorescence level the S_{1/2} ground state occupation is detected. The distribution of the peaks follows Poissonian statistics. Dependent on the noise level of light at 397nm and the efficiency of the optical detection system both peaks are separated clearly, representing a single trapped ion.¹

**Figure 7.3:** Pulsed quantum jump spectroscopy on the S_{1/2} ↔ D_{5/2} transition: (a) A typical time sequence for a single measurement consists out of Doppler precooling (Δt_D = 5ms), optical pumping (Δt_R = 100μs), sideband cooling (Δt_C = 6.5ms) to the motional ground state, a 729nm spectroscopy pulse (Δt_S = 100μs) enclosed by shuttling operations A and -A (Δt_T = 5ms) and quantum state readout (Δt_F = 5ms). The different gray scales illustrate a tuned laser power or frequency. (b) The sideband spectrum is achieved by a 729nm laser detuning during Δt_S. The carrier transition (CR) and the first radial (1.rRSB, 1.rBSB) and axial sidebands (1.aRSB, 1.aBSB) are shown. The equidistantly spaced second axial sidebands (2.aRSB, 2.aBSB) and the components 1.rRSB±1.aRSB and 1.rBSB±1.aBSB are resolved clearly. For the data shown here, a 729nm laser linewidth of Δν = 200kHz was used. The fit (shifted and downsized for clarity) calculates the axial and radial trap frequencies to ω_{ax} = (2π) 1.2MHz and ω_{ax} = (2π) 2.0MHz.

Based on the discrimination treshold for both quantum states |0⟩ = |S_{1/2}⟩ and |1⟩ = |D_{5/2}⟩ the population of the D_{5/2} state is measured based on a variable detuning of the 729nm laser. For each detuning several identical time sequences (Fig. 7.3a) are averaged to a mean value μ representing the |D_{5/2}⟩ state population. The statistical error σ_μ = σ/√n for each detuning is given by the standard deviation σ = \sqrt{μ} and the number of iterations n of the pulse sequence.

¹The histogram shows three peaks for two trapped ions. The peak of the background level and the peak for simultaneous fluorescence of both ions are located next to the center peak for the fluorescence of one of the two ions.
7.2. QUANTUM JUMP SPECTROSCOPY

Figure 7.4: Characterization of trap potentials using quantum jump spectroscopy: (a) The upper axial motional sideband is measured at a frequency of 1.0289MHz, each data point represents \( n = 150 \) experiments. (b) The radial and axial trap frequencies are calculated with high accuracy based on the position measurements of different sidebands relative to the carrier (open circle). For a specified voltage configuration the radial trap frequency results in \( \omega_{\text{rad}} = 1.3860(4)\text{MHz} \) (black), the axial trap frequency is evaluated to \( \omega_{\text{ax}} = 1.0291(3)\text{MHz} \) (orange).

In the sideband spectrum measurement the spectroscopy is realized on the quadrupole transition \( S_{1/2} \leftrightarrow D_{5/2} \) exclusively. With a lifetime of 1.2s, the spectroscopic resolution is limited by the laser pulse duration, the Rabi frequency during the excitation and the frequency stability of the laser source. The harmonic motion of the ion in the trap can be investigated spectroscopically at the level of single vibrational quanta. The electronic and vibrational states are manipulated coherently by the time sequence for pulsed spectroscopy (Fig. 7.3a). First, each time sequence (Fig. 7.3b) starts with the Doppler precooling on the dipole transition \( S_{1/2} \leftrightarrow P_{1/2} \). The laser near 397nm is red-detuned near the half of the maximum fluorescence rate. This corresponds to a setting of about \( \Gamma / 2 \), where \( \Gamma = (2\pi) 22.3\text{MHz} \) is the natural linewidth of the dipole transition. The beam is attenuated in order to avoid saturation. The laser frequency near 866nm is tuned for maximum fluorescence. Additionally, resonant laser light depopulates the metastable \( D_{5/2} \) level. Typically, Doppler precooling is applied for \( \Delta t_D = 5\text{ms} \). A short optical pump pulse of the circular polarized 397nm laser ensure that the population is located in the Zeeman sublevel \( |S_{1/2}, m = 1/2 \rangle \) of the ground state, which is the starting point for the sideband cooling on the first motional red axial sideband.\(^2\)

The 729nm laser is tuned to the red secular sideband of the \( |S_{1/2}, m = +1/2 \rangle \leftrightarrow |D_{5/2}, m = +5/2 \rangle \) transition. The \( D_{5/2} \) state is quenched by resonant laser light near 854nm to the \( P_{3/2} \) level, which quickly decays to the ground state and closes the cooling cycle. Short pulses of optical pum-

\(^2\)All measurements of the coherent single ion dynamics except for the determination of the heating rate are realized without sideband cooling.
ping are inserted and also conclude the sideband cooling. The optional ion shuttling algorithm A is applied to the control electrodes of the trap, then the 729nm spectroscopy pulse with the actual frequency detuning occur and the ion is shuttled back using the time-reversed algorithm -A. The quantum state readout is realized by photon scattering with the 397nm laser at maximum power to obtain a maximal count rate.

The 729nm laser stabilized to the high-finesse cavity resulting in a spectral linewidth of $\Delta \nu < 100\text{Hz}$ allows a complete trap characterization using the sideband spectrum obtained with quantum jump spectroscopy (Fig. 7.4a). The positions of the equidistantly spaced radial and axial sidebands are measured and the trap frequency are calculated with a uncertainty on the order of $10^{-6}$ (Fig. 7.4b).

### 7.2.1 Micromotion compensation

Field inhomogenities and patch charges on insulating areas lead to a displacement of the ion from the rf node of the electric field. Then the amplitude of the micromotion is increased significantly, the oscillation frequency is equal to the trap drive frequency of $\Omega/2\pi$. Consequently, the Doppler cooling and the fluorescence detection will be affected, because the enlarged amplitude results in a broader cooling transition. However, the micromotion is compensated by applying a balanced voltage difference on the particular segments of an electrode pair such that the ion is moved into the rf node of the trapping field (Fig. 7.5a). The numerical simulation of the electric potential for the micromotion compensation shows the equipotential lines from $-0.7\text{V}$ to $0.7\text{V}$ with a regular increment of $0.05\text{V}$. The control electrodes are biased with opposite sign for an nearly linear displacement parallel to the $e_1$-axis.

Various methods of measuring the micromotion exists [Ber98b] - three techniques were tested for the micromotion compensation of the microtrap. For fast micromotion compensation the single ions fluorescence is monitored by scanning manually the red side of the Doppler cooling transition. Simultaneously the fluorescence is enhanced varying the compensation voltage to narrow the cooling transition. For the experiments the Doppler cooling laser at 397nm is red-detuned to half of the linewidth using a static compensation voltage. A more quantitative approach of detecting the compensation voltage with the 397nm laser is achieved by a correlation measurement of the ions fluorescence rate with the phase of the rf trap drive. This technique deals with the dependency of the photon scattering to the frequency detuning of the cooling transition. Tuned to the inflection point of the transition, the largest gradient of the fluorescence curve will maximize the change of fluorescence induced by Doppler shifts of the 397nm laser at the moving ion. Because of the trap drive frequency of the micromotion the fluorescence depends on the rf phase. A time interval counter SR6203 de-
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Detects the fluorescence versus the rf phase. If a flatten line is detected, the ion is micromotion compensated perfectly. It was proven experimentally that the correlation measurement technique is equal in accuracy to the scheme for a fast compensation of micromotion, but has a longer detection time.

Figure 7.5: Compensation of micromotional sidebands: (a) The radial cross section of the electric potential for micromotion compensation is plotted at a compensation voltage of 1.5V. The dc electrodes are supplied with ±0.75V. The micromotion is compensated in the $e_1$-direction. (b) The amplitude of the micromotional sideband is measured for different compensation voltages. For comparison, the carrier excitation with a 1/10-reduced laser power is indicated by the single point.

The measurement of the micromotion using quantum jump spectroscopy is the method of highest accuracy: The detection of the first blue resolved sideband of the micromotion is achieved at the carrier frequency for the 729nm laser shifted by the trap frequency $\Omega/2\pi$. The excitation of the sideband is plotted against the compensation voltage and compared to the carrier excitation (Fig. 7.5b). The Rabi frequency $\Omega_1$ on the micromotion sideband and that on the carrier $\Omega_0$ holds $\Omega_1/\Omega_0 = J_1(\beta)/J_0(\beta) \approx \beta/2$ for the modulation index $\beta \ll 1$. As the excitation to the D$_{5/2}$ state is proportional to $\Omega^2$ such for low saturation, the micromotion of the ions is measured directly. The minimum of excitation is close to $-1.77V$. At this minimum, thus for optimum compensation voltage, the ratio of excitation strength is reduced to zero with an error of ±0.03. This measured value corresponds to the ratio of the squared Bessel functions $J_1(\beta)/J_0(\beta)$ with a modulation index $\beta$ of 0.0 ± 0.17, which is due to a residual micromotion oscillation amplitude $\beta_{\text{min}}(\lambda/2) = (0.0 \pm 0.17)(729\text{nm}/2)$ of 0.0 ± 130nm. The optimal compensation voltage changes by less than 0.5% from day to day in a time interval of one year.

In conclusion, the micromotion can be nulled by a properly compensation voltage and, due to the shielding effect of the gold coated finger shaped

---

*Standford Research Systems, Sunnyvale, USA*
electrodes, stray electric fields from isolating parts of the microtrap are not disturbing the trapped ion by large and fluctuating contributions. Especially for the segmented microtrap the non-monolithic fabrication process leads to deviations from the ideal trap electrode geometry. Geometrical deviations achieve localized variations of the quadrupole trapping potential, which will induce additional micromotion on the ion. The compensation voltage for minimizing the ions micromotion depends in the end from the axial trap position. With the technique of transport spectroscopy the voltage can be determined as a function of the axial trap position, which is important for the implementation of single ion transport and splitting operations on linear ion crystals in future.
7.3 Coherent single ion dynamics

The sideband resolved measurement for the compensation of micromotion shows the application of quantum jump spectroscopy. The carrier, axial and radial motional sidebands of the Doppler cooled single ion are identified and the micromotion sideband is minimized with a specific compensation voltage. The coherent ion-light interaction leads to Rabi oscillations between the $S_{1/2}$ ground state and the excited metastable $D_{5/2}$ state by varying the excitation pulse length of the 729nm laser instead of the frequency detuning. If the internal states $S_{1/2}$ and $D_{5/2}$ of the single ions are used to store qubit information, a \( \pi \)-pulse will flip the qubit between the two logic states \( |0\rangle \) and \( |1\rangle \). The \( \pi/2 \)-pulse will generate a \( (|0\rangle + |1\rangle) / \sqrt{2} \) state.

![Graphs showing Rabi oscillations and state population for different pulse durations.](image)

**Figure 7.6:** Coherent dynamics of a Doppler-cooled single ion: (a) Rabi oscillations up to 97% excitation at for a \( \pi \)-pulse at 1.88\( \mu \)s on the carrier transition and the measurement of the corresponding upper axial (b) and radial sideband (c). Each data point is representing 250 experiments. The numerical simulations are calculated with (orange) and without (gray) the Lamb-Dicke values as additional fit parameters (see text).
The coherent dynamic measurements are performed by the 729nm laser for coherent interaction with the internal states of the single ion and the following quantum state readout (Fig. 7.6). The pulsed 729nm excitation has a rectangular shape which pulse length is varied up to 30µs. The D_{5/2} state population shows Rabi oscillations on the carrier transition (Fig. 7.6a) with the axial (Fig. 7.6b) and radial (Fig. 7.6c) blue motional sidebands. The p-pulse on the carrier transition shows a efficiency of 97% at 1.88µs, corresponding to a Rabi frequency of \( \Omega_0 = (2\pi) \times 923.1 \text{kHz} \). Each data point represents 250 experiments at a 729nm laser power of 60mW. The dephasing of the oscillation (a) resulting in a decay of contrast is due to an incoherent superposition of Rabi oscillations for each thermally occupied Fock state \( \Omega_n \propto 1 - \eta^2 n \). The first numerical simulation (gray) is based on a thermal distribution \( p_n \) with \( P(t) = \sum p_n(\bar{n})\sin^2(\Omega_{n,\bar{n}}(t)) \). The fit uses a mean axial phonon number of \( \bar{n}_{ax} = 23 \) and a mean radial phonon number of \( \bar{n}_{rad} = 8 \). The theoretical radial and axial Lamb-Dicke parameters are constant with \( \eta_{rad} = 0.068 \) and \( \eta_{ax} = 0.066 \). The second numerical simulation (orange) is calculated including the Lamb-Dicke parameters as additional fit parameters. The radial and axial Lamb-Dicke parameters are obtained to \( \eta_{rad} = 0.066 \) and \( \eta_{ax} = 0.074 \) with remaining radial and axial phonon numbers of \( \bar{n}_{rad} = 7 \) and \( \bar{n}_{ax} = 14 \). The model reproduces the carrier oscillation with high accuracy, whereas the sideband excitations indicate deviations from a pure thermal distribution due to additional motional heating.

The Doppler cooling efficiency depends critically on the laser intensities and the stability of the trapping potentials. The mean vibrational quantum number is reflected by the damping rate of the Rabi oscillations on the carrier transition and in the absorption probability of the lower and upper motional sidebands related to the carrier. The technique is suitable for mean phonon numbers of \( \bar{n} < 5 \). The Doppler cooling limit of a few phonons is the perfect starting point for sideband cooling of a single ion to the motional ground state.

The strong dependence of the Doppler cooling on the voltage noise of the control electrodes is shown by the measurements using a different voltage supply for the segmented microtrap (Fig. 7.7). The analog outputs of the NI-6733\(^4\) cards are connected to the segmented control electrodes, and the Doppler cooling resulted in a non-thermal distribution of the vibrational states. The time evolution of the coherent excitation on the red and blue axial motional sidebands and the carrier transition contradicts to the expected coherent evolution (Fig. 7.6). The imperfect Doppler cooling by the voltage noise on the control electrodes results in a strongly damped oscillation on the carrier transition (Fig. 7.7), while the red and blue axial motional sidebands show weakly damped Rabi oscillations. The D_{5/2} state population is measured by varying the power of the 729nm laser at a fixed pulse length.

\(^4\)National Instruments, Texas, USA
of 20µs. Experiments with different pulse length at constant intensity of light at 729nm show the same effect. There, the π-pulse on the upper axial motional sideband is achieved at 20µs (Fig. 7.7b). The average (orange) illustrates the experimental data. The high oscillation strength of the first axial sidebands compared to the damped oscillation on the carrier indicates that the conditions for the Lamb-Dicke regime are not fulfilled (Fig. 7.7a). The mean phonon number is estimated to a couple of hundred quanta. The imperfect Doppler cooling shows an example of coherent dynamics on a single ion outside the Lamb-Dicke regime (Fig. 7.7). In the Lamb-Dicke regime the coupling strength of the carrier is dominating (Fig. 7.7a), resulting in strong Rabi oscillations on the carrier and rapidly damped oscillations on the sidebands (Fig. 7.6).

Figure 7.7: Coherent dynamics of imperfect Doppler cooling of a single ion: (a) The coupling strength shows the Lamb-Dicke regime (I), the sidebands are elevated outside of the regime (II). The upper axial motional sideband shows Rabi oscillations (b), on the carrier are their not existent (d). The excitation strength of the lower axial sideband (c) is approximately the same compared to the upper sideband (e) (cp. [Zzy]).

The coherence of the atomic system is proven by a Ramsey resonance measurement. The dephasing of the Rabi oscillation on the carrier shows the influence of decoherence, but a Ramsey experiment allows to quantify it precisely (Fig. 7.8): A pulse pattern of two π/2-pulses of defined duration and spaced by a constant pulse separation time is used for coherent excitation at different frequency detunings around the carrier transition. This pump and probe-type experimental technique is more advantageous than the measurement of Rabi oscillations on the carrier of identical time. The
Ramsey experiment is not influenced by systematic frequency drifts, i.e. of the 729nm laser or the magnetic field, because of the short excitation pulses combined with a long delay time compared to the measurement of Rabi oscillations by a permanent excitation of identical length. The Ramsey fringe pattern is characterized by the $\pi/2$-pulse time and respectively the corresponding Rabi frequency and the delay time between the two pulses. The envelope of the Ramsey pattern is determined by the properties of the $\pi/2$-pulses, the contrast of the fringe pattern is based on the pulse separation time. Within the pulse spacing the system evolves freely interacting with various decoherence mechanisms.

Figure 7.8: Ramsey interference experiment of a Doppler-cooled single ion in the loading region of the microtrap: Two $\pi/2$-carrier pulses separated by a delay time $\Delta t$ are driven by the 729nm laser with a variable frequency detuning. The pulse duration is $t_p = 10\mu s$, the pulse separation time $\Delta t = 94\mu s$. The theoretical curve is calculated numerically from the time evolution of the density matrix with a purely transversal decay rate.

The Ramsey experiment of a single ion after Doppler cooling allows the determination of the decay rate. The numerical optimization yields a decay of $\gamma = (2\pi) 0.8$kHz with a Rabi frequency of $\Omega_0 = 10.9$kHz and is in good agreement with the experimental data (Fig. 7.8). The major difference of the theoretical curve from the experimental data is caused by the short-time frequency drift of the 729nm laser. The contrast decay of the Ramsey fringe pattern is improved significantly by triggering the pulse sequence to the phase of the 50Hz power line (Fig. 7.9). A standard Schmitt-Trigger electronic circuit is used to start each experiment at the identical phase. In general the duration of the pulse sequence with quantum state readout included is less than 20ms, each pulse pattern will be executed in adjacent periods.
of the power line. The contrast of the Ramsey fringes is deduced from the oscillations near zero detuning (Fig. 7.9a) and determined for different pulse separation times (Fig. 7.9b). The Ramsey pulse sequence for this experiments is characterized by a $\pi/2$-carrier pulse of 10$\mu$s, a delay time of 94$\mu$s and a final $\pi/2$-carrier pulse. The influence of the frequency noise at 50Hz on the Ramsey contrast by ambient magnetic field fluctuations is shown with an active power line trigger (circle) and without triggering (square). The trigger improves the pulse separation time at a Ramsey contrast of 0.4 from 160$\mu$s to 700$\mu$s. The enhancement of the contrast is independent from the initial phase of the power line, which is proven experimentally.

**Figure 7.9:** Measurement of the Ramsey contrast decay: (a) The Ramsey contrast is defined as the difference of the maximal and minimal D$_{5/2}$ state population at the carrier transition. The experimental data and the theoretical curve is part out of Fig. 7.8. (b) The Ramsey contrast decays exponentially with the increase of the pulse delay (orange). The contrast is preserved significantly using a power line trigger to minimize the decay by ambient magnetic field fluctuations (gray).

The power line trigger is prerequisite for the investigation of decoherence effects on the atomic qubit - the statistical nature of the quantum state readout requires various identical measurements, so the initial conditions are optimized using a phase-dependent experimental sequence with respect to the ambient magnetic field fluctuations. An actively stabilized magnetic field compensation or - in the end - a passive mu-metal shielding with a high magnetic permeability would enhance the decoherence of the qubit.

In general the relevant coherence-limiting processes are fluctuations of the 729nm laser intensity and phase as well as fluctuations of the static magnetic field. The noise induced by the variation of the magnetic field shifts the frequency of the quadrupole transition [Zzz], fluctuations of the laser power spreads out the Rabi frequency and results in a fast dephasing of the Rabi oscillations. Especially in segmented microtraps the stability and the noise of the different control voltages induces vibrational heating on the trapped ions. A stable voltage supply for the control electrodes is crucial for confining the trapped ions within the Lamb-Dicke regime.
7.3.1 Sideband cooling

The application of quantum algorithms requires often ions cooled to the motional ground state. The temperature limit of Doppler precooling to the Lamb-Dicke regime is given by the natural linewidth of the dipole transition, which results in a mean phonon number of several residual quanta. The sideband cooling technique provides cooling of the Doppler-precooled ion to the motional ground state. The resolution of the sideband measurement of single quanta allows the determination of the trap heating rate.

Starting with Doppler precooling to the Lamb-Dicke regime, axial motional sideband cooling on the narrow $S_{1/2} \leftrightarrow D_{5/2}$ transition is demonstrated. The cooling laser at 729nm is tuned to the red axial sideband of the transition to excite single ions from the $|S_{1/2}, m = 1/2 \rangle$ state to the metastable $|D_{5/2}, m = 5/2 \rangle$ state. The effective width of this cooling transition is increased by applying resonant laser light near 854nm. By quenching with the 854nm laser, the $D_{5/2}$ state is mixed with the $P_{3/2}$ state, which decays rapidly to the $S_{1/2}$ ground state. At the end of the cooling cycle, a $\sigma^+$-polarized pulse of the 397nm laser depopulates the Zeeman sublevel $|S_{1/2}, m = -1/2 \rangle$ to prepare the ion in the $|S_{1/2}, m = 1/2 \rangle$ ground state for a new cycle to annihilate the next motional quanta.

Here, the laser cooling of the trapped ions is investigated by the semiclassical theory [Ste86], all laser cooling parameters are determined experimentally and the cooling result is compared with the theoretical expectation. The theoretical limit of sideband cooling is given by the ratio of the laser cooling $\Gamma_{\text{cool}}$ and the heating rates $\Gamma_{\text{heat}} = \Gamma_{\text{laser}} + \Gamma_{\text{trap}}$, yielding to an average steady-state phonon number of $\bar{n} = \Gamma_{\text{heat}}/(\Gamma_{\text{cool}} - \Gamma_{\text{heat}})$. Heating by laser processes expressed by $\Gamma_{\text{laser}}$ is due to either an off-resonant excitation on the carrier transition with subsequent decay on the blue sideband or an off-resonant blue sideband excitation followed by a decay on the carrier [Ste86]. A calculation of the detailed balance of phonon states leads to

$$\bar{n} = \left( \frac{\eta_{\text{spont}}^2}{\eta_{729}^2} + \frac{1}{4} \right) \frac{\gamma_{\text{eff}}^2}{4\omega}, \quad (7.1)$$

if trap heating $\Gamma_{\text{trap}}$ is excluded. The parameter $\eta_{\text{spont}}$ takes the recoil into account if the ion decays spontaneously from the $P_{3/2}$ level to the ground state $S_{1/2}$. For a motional axial trap frequency of $\omega_{ax} = (2\pi) 1.1MHz$ it is calculated to $\eta_{\text{spont}} = |k_{395}| \cdot \sqrt{\hbar/2m\omega_{ax}} = 0.17$. Due to the laser recoil on the $S_{1/2}$ to $D_{5/2}$ excitation, the Lamb-Dicke factor results in $\eta_{729} = 0.065$. In equation (7.1) only the cooling rate, not the cooling limit, depends on the intensity of the 729nm laser. The parameter $\gamma_{\text{eff}}$ denotes the effective linewidth from quenching the $D_{5/2}$ state to the $P_{3/2}$ level and is adjusted by the laser power at 854nm.
The average phonon number $\bar{n}$ increases with the intensity of the 854nm laser, thus one has a tradeoff between cooling rate and minimum temperature. Even for $\gamma_{\text{eff}} \simeq 90 \text{kHz}$, the equation (7.1) predicts an almost perfect ground state of vibration with only $\bar{n} \leq 0.01$. The situation is more complicated if trap heating $\Gamma_{\text{trap}}$ is taken into account: The steady-state phonon number $\bar{n}$ results from the balance

$$\bar{n} = \frac{\Gamma_{\text{laser}} + \Gamma_{\text{trap}}}{\Gamma_{\text{cool}} - \Gamma_{\text{laser}} - \Gamma_{\text{trap}}} \approx \frac{\Gamma_{\text{trap}}}{\Gamma_{\text{cool}} - \Gamma_{\text{trap}}},$$

(7.2)

if the laser induced heating $\Gamma_{\text{laser}}$ is small compared to the trap heating $\Gamma_{\text{trap}}$ and cooling rate $\Gamma_{\text{cool}}$. We find that the thermal mean phonon number $\bar{n}$ becomes

$$\bar{n} = \frac{\Gamma_{\text{trap}}}{(\eta_{729} \Omega_{0}/\gamma_{\text{eff}})^2 \gamma_{\text{eff}} - \Gamma_{\text{trap}}},$$

(7.3)

for the case where the net cooling rate $W = (\eta_{729} \Omega_{0})^2/\gamma_{\text{eff}} - \Gamma_{\text{trap}}$ is positive. In contrast to the equation (7.1), the cooling limit now depends on the intensity of the laser near 729nm driving the red sideband of the quadrupole transition. We consider here the case where the sideband excitation is incoherent, with $\eta_{729} \Omega_{0} \leq \gamma_{\text{eff}}$.

**Figure 7.10:** Depletion of the $D_{5/2}$ state by a 854nm laser pulse with 3µs duration: (a) The dip corresponds to the resonance line and allows tuning the laser to resonance. The data is modeled by a 37MHz power-broadened Lorentzian. (b) After a $\pi$-pulse on the carrier transition at 729nm, the depletion pulse length to the $F_{3/2}$ state is scanned. The exponential decay determines $\gamma_{\text{eff}}$, here plotted at four different 854nm laser powers. (c) The linear dependence on the quench rate $\gamma_{\text{eff}}$ to the 854nm laser power yields to a linear constant of 31.6(5)kHz/µW.
In order to compare the cooling theory to the experiment, $\gamma_{\text{eff}}$, $\Omega_{729}$ and $\Gamma_{\text{trap}}$ are determined by independent measurements. The theoretical prediction in equation (7.3) is compared with the experimental outcome on $\bar{n}$. The quench rate $\gamma_{\text{eff}}$ is obtained by controlled depletion of the metastable state (Fig. 7.10): After Doppler cooling and optical pumping, a 729nm laser pulse of 1µs duration is applied on the carrier transition to transfer the ion into the $D_{5/2}$ state. A pulse of the 854nm laser resonant to the $D_{5/2} \leftrightarrow P_{3/2}$ transition is then applied and finally the remaining $D_{5/2}$ population is detected. The exponential decay (Fig. 7.10b) determines the effective cooling width that is as expected a linear function of the laser power at 854nm (Fig. 7.10c). The Rabi frequency $\Omega_0$ on the quadrupole transition is revealed from measurements of Rabi oscillations (Fig. 7.6a). With the maximum available 729nm laser power of 60mW a Rabi frequency of $\Omega_0 \approx (2\pi)200$kHz is achieved. Correspondingly, the maximum possible sideband excitation with this laser power is $\eta\Omega_0 = (2\pi)13$kHz.

![Figure 7.11: Sideband absorption spectrum on the $|S_{1/2}, m = 1/2\rangle \leftrightarrow |D_{5/2}, m = 5/2\rangle$ transition after sideband cooling of 5ms. The first red axial (a) and the first blue axial sideband (b) are measured at a dc trapping potential of $\omega_{ax} = (2\pi)1.18$MHz frequency. Both spectra are measured after a 200µs time delay between sideband cooling and quantum state detection.](image)

The sideband cooling allows further cooling of the Doppler-precooled ion. The mean phonon number $\bar{n}$ is determined from the sideband absorption spectrum: The sideband absorption $S_r$ on the red axial sideband depends from the mean phonon number $\bar{n}$ as $S_r \propto \bar{n}$, the blue sideband absorption $S_b$ like $S_b \propto \bar{n} + 1$. At the motional ground state the red sideband disappears in the absorption spectrum, the blue sideband remains with small absorption strength. The vibrational energy of the ion corresponds to the intensity ratio of the lower and upper motional sideband absorptions with a phonon number of $\bar{n} = (S_r/S_b)/(1 - (S_r/S_b))$ [Mon95a]. The measurement (Fig. 7.11) shows sideband cooling to a mean phonon number of $\bar{n} = 1.2(3)$. The temperature of the ion $kT = \hbar\omega_{ax}/\ln(1 + 1/\bar{n})$ results to $T = 34(8)$µK [Die89].
7.3. COHERENT SINGLE ION DYNAMICS

7.3.2 Heating rate measurements

The coherence of the experimental system is investigated using quantum jump spectroscopy after sideband cooling of the Doppler-precooled single ion. The single ion cooled to the axial motional ground state serves as a probe with unexcelled accuracy of single motional quanta. The detection of the lower and upper axial motional sideband results in the mean phonon number $\bar{n}$. Inserting a variable delay time between sideband cooling and quantum state readout, the mean phonon number $\bar{n}(\Delta t)$ depends on the delay time $\Delta t$, in which the external experimental system interacts with the ion. Assuming a thermal state, the motional decoherence of the ion is linear to the waiting time.

\[ \frac{\bar{n}}{\Delta t} = 2.1(3) \text{ quanta per millisecond} \]

\[ \omega_{\text{ax}} = (2\pi) 1.18 \text{MHz} \]

The heating rate is measured in the loading region of the segmented microtrap for a constant radial and axial confinement with a single ion (Fig. 7.12). The time duration of the sideband cooling has a fixed length of 5ms while the delay time changes. The ground state occupation represented by the mean phonon number $\bar{n}(0)$ without delay between cooling and readout is $\bar{n} = 0.56(5)$ quanta. The axial trap heating rate is deduced from a linear fit to $\bar{n}/\Delta t = 2.1(3)$ quanta per millisecond at an axial trap frequency of $\omega_{\text{ax}} = (2\pi) 1.18 \text{MHz}$. As this trap heating rate is attributed to the permanent contamination of the trap electrodes due to the loading process from the thermal beam of neutral calcium [Zzz], we expect a significant lower mean phonon number $\bar{n}$ in the processing region, which is spatially separated from the loading zone.

Figure 7.12: Heating rate measurement for the axial vibrational mode of a single ion at the loading region of the microtrap: the cumulative mean phonon number $\bar{n}$ is measured after a variable delay time $\Delta t$ between sideband cooling and quantum state detection.
The comparison of the heating rates $\bar{n}/\Delta t$ for various trap designs of the macro- and microscopic scale classify the ion traps regarding to the applicability for quantum information science. The trap heating should be lower than the execution time needed for quantum algorithms. A rough limit of 100$\mu$s for a gate operation is estimated empirically (dashed line), where the decoherence in terms of additional motional quanta has to be suppressed (Fig. 7.13). The motional heating rate is proportional to the inverse of the trap frequency $\omega$ and mass $m$ of the trapped ions. For a comparison of different traps the calculation of a normalized heating rate $\bar{N}/\Delta t$ is required. Therefore the heating rate $\bar{n}/\Delta t$ is scaled with $\omega^{-1}$ and $m^{-1}$. It is proportional to the electric field noise density $S_E = 4\hbar m\omega/e^2 \cdot \bar{n}/\Delta t$ [Lab08b]. Even the electric field noise $S_E$ is proportional to the net voltage noise $S_V$, which is an incoherent sum of all sources of Johnson noise [Des06].

Empirically the trap heating depends on the minimal distance $d$ between the electrode surface and the ion with the scaling $\bar{N}/\Delta t \propto 1/d^4$ (Fig. 7.13). This characteristic curve is plotted for the normalized heating rate of the microtrap (A). Macroscopic ion traps show a significant low trap heating (B), but are not scalable [Tur00]. Improvements on the macroscopic trap designs (C) are located in the same regime [Roh01]. Simple microfabricated traps (D) [Des04] and traps consisting out of two needles (E) [Des06] are at the upper decoherence limit. The planar traps (F) are located near this limit [Sei06] or far beyond (G). Experiments with the needle trap design show the influence of cooling (E), the planar trap operation in a cryogenic environment at 6K decreases the trap heating by a factor of $10^5$ compared to room temperature [Lab08a].
7.3.3 Robust adiabatic passage

The standard pulse sequence for quantum jump spectroscopy is characterized by time-dependent laser pulses of rectangular shape regarding the laser power. The spectroscopy pulse of the 729nm laser for coherent quantum state manipulation is controlled by a double pass AOM configuration. In standard configuration, an rf switch triggers the rf supply of the 75MHz AOM. To improve the robustness of the quantum state readout, the pulse is implemented with arbitrary amplitude and envelope (Fig. 7.14a). The amplitude and phase of the pulse is transferred directly to the light field.

![Figure 7.14: Coherent population transfer using a robust adiabatic passage (RAP) pulse: (a) The measured RAP transfer pulse is a Gaussian-shaped frequency chirp with a center frequency of 75MHz. The pulse length is 100µs, the frequency detuning 130kHz. (b) The D_{5/2} state population of the carrier transition is shown for different detunings using a 100µs rectangular pulse (gray) or the RAP transfer pulse (orange).]

The robust adiabatic passage (RAP) couples the levels S_{1/2} and D_{5/2} using a frequency-chirped 729nm laser pulse. The frequency chirp is linear in time and centered at the carrier frequency. The time duration Δt of the chirp is 100µs, the overall frequency detuning Δν = 130kHz. The time-dependent amplitude is proportional to an envelope \(\exp\left(-\frac{(t - \Delta t/2)^2}{4\sigma^2}\right)\) of a Gaussian shape with \(\sigma = \Delta t/6\sqrt{2}\) [Wun07]. The pulse is generated by an arbitrary waveform synthesizer VFG-150 with a 16-bit resolution and a timebase of 5ns.

The measurement (Fig. 7.14b) shows a population transfer with the RAP pulse compared to a normal rectangular pulse. The population transfer from the S_{1/2} to the D_{5/2} state is very efficient over a large detuning of 160kHz compared to 10kHz for the standard pulse. The RAP pulse provides a robust and reliable population transfer against variations and noise at experimental parameters and is combined with the frequency stabilized 729nm laser. The frequency shifts of the 729nm laser are levelled by the broad effi-
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cient detuning range, so the linewidth on the order of 100Hz for the 729nm laser is sufficient and the effort of an improvement of the laser stabilization is limited. Other techniques like composite pulses developed in NMR research have similar properties and can be transferred to ion trap experiments. The application of RAP pulses as well as CORPSE (compensation for off-resonance with a pulse sequence) [Tim08] or SCROFULOUS (short composite rotation for undoing length over and under shoot) [Tim06] composite pulses can improve the population transfer significantly.
7.4 Transport spectroscopy

The complete characterization of the multi-segmented microtrap requires an enhanced technique for the measurement of motional frequencies and coherent manipulation of the ion at different axial positions. Future experiments concerning scalable quantum information science will integrate shuttling operations in the pulse sequence of the quantum jump spectroscopy. For the first time the presented so-called transport spectroscopy is a prospective study for the hybridization of the experimental time sequence concerning transport and spectroscopy.

**Figure 7.15:** Transport spectroscopy: (a) Loading, Doppler cooling and quantum state readout are localized at the same electrode pair, the 729nm spectroscopy laser is movable to different axial positions. (b) The individual calculated electrode potentials for each electrode pair at $-1V$ are prerequisite for simulating smooth ion transports. The storage zone (I), the transfer electrodes (II) and the processing zone (III) are controlled independently.

The photoionization loading, Doppler cooling and quantum state readout remain at the same fixed position in the center of the storage region. The 729nm laser for coherent state manipulation is moved along the axial trap direction to a specific electrode pair (Fig. 7.15a). The operation scheme starts with loading of a single ion and Doppler cooling at the specific storage segment. The single ion is shuttled with the control voltages to be addressed with the spatial separated 729nm laser. The 729nm laser imprints the motional frequencies at this dedicated point to the ions quantum state. Then the ion is shuttled back by the inverse transport sequence followed by the quantum state readout. The excitation with the 729nm laser allows a very precise measurement of all motional frequencies of the ion at a specific point in the trap, with respect to a fast and efficient characterization of the microtrap.
The calculation of the transport sequence requires accurate knowledge of the electric potential of each electrode segment (Fig. 7.15b). The electric potentials are calculated from a numerical simulation using boundary element methods. Bounded by the endcap electrodes, the storage region potentials (I) are more spatially extended (A) than the potentials (B) in the processing region (III). The three transfer electrode segments (II) will influence the ion especially towards the storage region.

**Figure 7.16:** Transport potentials: The time-dependent voltages (a) for a smooth transport of a single ion through the storage, transfer and processing region are calculated. The voltage waveforms for each electrode pair are shown. The axial motional frequency of $\omega_{ax} = 1.13\text{MHz}$ remains constant, snapshots of the cumulative potential (b) are plotted on an equidistant spaced timescale ($t_1 < t_2$).

The time-dependent electric voltages for each electrode pair are calculated with the constraint that the axial frequency $\dot{\omega}_{ax} = 0$ is preserved during the transport operations. The calculation scheme of the time-dependent voltages is based on a singular value decomposition [Gol89]: Assuming the intrinsic electric potential $\varphi_k(x)$ of the k-th electrode, which is obtained from the numerical simulation by applying $+1\text{V}$ and grounding the adjacent electrodes, the voltage $U_k(t)$ controls the strength along the axial trap direction $x$. The total electric potential $\Phi(x,t)$ of all electrodes interacting with the trapped ion results to $\Phi(x,t) = \sum_k \varphi_k(x) \cdot U_k(t)$. The axial trap direction $x$ and the time $t$ are discretized for the numerical calculation as $x \in [x_0, \ldots, x_m] \in \mathbb{R}^m$ and $t \in [t_0, \ldots, t_n] \in \mathbb{R}^n$. The electric potential $\varphi_k(x_m) \in \mathbb{R}^{m \times k}$ defined by the trap geometry is adapted by the voltage $U_k(t_n) \in \mathbb{R}^{k \times n}$ to $\Phi(x_m, t_n) = \sum_k \varphi_k(x_m) \cdot U_k(t_n)$ with $\Phi(x_m, t_n) \in \mathbb{R}^{m \times n}$. The accuracy of the calculation is ensured with $\Delta x = x_m - x_{m-1} \approx 1\mu\text{m}$ and $\Delta t = t_m - t_{m-1} \ll 2\pi/\omega_{ax}$. In a simplified calculation the time $t$ is separated, so each time step of the voltage $u_k \in \mathbb{R}^k$ is calculated successively. The overall electric potential $\phi(x_m) \in \mathbb{R}^m$ at the axial direction results to
7.4. TRANSPORT SPECTROSCOPY

\[
\begin{pmatrix}
\phi(x_1) \\
\vdots \\
\phi(x_m)
\end{pmatrix}
= 
\begin{pmatrix}
\phi_1(x_1) & \cdots & \phi_k(x_1) \\
\vdots & \ddots & \vdots \\
\phi_1(x_m) & \cdots & \phi_k(x_m)
\end{pmatrix}
\begin{pmatrix}
u_1 \\
\vdots \\
u_k
\end{pmatrix}
\]

(7.4)

The shuttling of the ion with a constant axial frequency \(\omega_{ax}\) is modeled by the manual generation of an overall starting potential \((\phi(x_1), \ldots, \phi(x_m))\) by an initial set of voltages. The calculation of the voltages \((u_1, \ldots, u_k)\) for each subsequent time step \(t_n\) is based on the inverse of \(\varphi(x) \in \mathbb{R}^{k \times m}\) with

\[
u = \varphi^{-1}(x) \phi(x)
\]

(7.5)

The inverse of the rectangular matrix \(\varphi(x)\) is obtained using singular value decomposition as a generalized method for eigen-decomposition, which is defined typically for squared matrices only. The fundamental idea is to decompose \(\varphi(x)\) in two squared orthonormal matrices \(A \in \mathbb{R}^{k \times k}, B \in \mathbb{R}^{m \times m}\) and a diagonal matrix \(X \in \mathbb{R}^{k \times m}\) containing the so-called singular values. The orthonormal matrices \(A, B\) consist out of the normalized eigenvectors of \(\varphi(x) \varphi(x)^{+}\) and \(\varphi(x)^{+} \varphi(x)\) respectively. The matrix \(X\) is the diagonal matrix of the squared eigenvalues of \(\varphi(x) \varphi(x)^{+}\). Then the potential matrix \(\varphi(x) = AXB^{*}\) can be inverted easily with \(\varphi(x)^{-1} = BX^{-1}A^{*}\). For an accurate fit of the static axial frequency \(\omega_{ax}\) the overall potential \((\phi(x_1), \ldots, \phi(x_m))\) has to be reproduced by the voltages \((u_1, \ldots, u_k)\) in a finite region around the potential minimum. The axial frequency is determined by a sixth-order polynomial fit in the finite region of interest.

The influence of the electrode pairs far away from the ion to the electric potential at the ions position is limited. Therefore the solution of this ill-posed problem can cause large voltage fluctuations in time at the outer electrode pairs which are avoided using the method of Tikhonov regularization: The singular value decomposition is extended using the voltage range as an additional constraint. This generalized singular value decomposition avoids diverging terms by calculating the inverse of the diagonal matrix \(X = (\delta_{km}x_{km})\) with an additional constant regularization matrix \(\Gamma = (\delta_{km}\xi_{km})\). It is levelled adequately and inserted in the diagonalization \(X^{-1} = (\delta_{km}(x_{km}^2 + \xi_{km}^2)/x_{km})^{-1}\) to optimize the solution to the limited voltage range. The mathematical basis is to minimize the combination of the residual and the regularization matrix \(||\varphi(x)u - \phi(x)||^2 + ||\Gamma u||^2\). The solution for a specific timestep is found if the axial motional frequency is located within the accuracy limit and the voltage range for all control electrodes is preserved. The voltages \(u\) for the following timestep are determined based on a new given overall potential \(\phi(x)\) with a moved axial potential minimum and the old solution as the initial guess. This solution method of the ill-posed problem maintains the smooth expansion of the time-dependent voltage waveform for each trap electrode.
Figure 7.17: Axial trap characterization by motional frequency measurement of a single ion via quantum jump spectroscopy: (a) The numerically simulated axial motional frequencies (orange) are measured in the linear storage region for different axial positions with high accuracy (gray). The sinusoidal variation $\Delta \omega / \omega$ of the theoretical axial frequency is reproduced impressively. (b) In the storage (I) and the tapered region (II) the variation of the axial frequencies are well-reproduced. The influence of the tapered region (II) on the radial motional frequencies (triangles) depends significantly on the axial trap position compared to the storage region (I).

The measurements of the transport spectroscopy (Fig. 7.17) show spectacularly the capabilities of the extended quantum jump spectroscopy scheme for the characterization of segmented ion traps. The axial motional frequency is measured on a microscopic scale in the storage region (Fig. 7.17a) and in a more macroscopic measurement at the transition from the storage to the linear tapered region (Fig. 7.17b). To illustrate the accuracy of the developed algorithm for the calculation of the transport voltages, a sinusoidal variation (Fig. 7.17a) is imprinted on the theoretically predicted axial motional frequency dependent on the linear trap position (orange). The measured axial frequencies show a slight shift to the numerical simulated curve, which is explicable by an initial alignment offset. The magnification of the optical lens system forbid the simultaneous detection of the trap electrode edges and the position of the ion, so the alignment error can be estimated to $\pm 25 \mu m$. The overall axial distance of the measurement starts at the middle of a control electrode pair and covers the interesting region to the adjacent pair of control electrodes. The algorithm compensates the discrete leap very efficiently and allows a smooth transport with a constant axial frequency. Severe variations on the electrode geometry are absorbed on a macroscopic scale as well (Fig. 7.17b).

The simulation and realization of a single ion transport with a dedicated axial motional frequency shows the excellent applicability of the microtrap for the investigation of scalable quantum algorithms with integrated shuttling operations. Furthermore the voltage waveforms generated for the
transport spectroscopy are a perfect initial guess for the investigation of non-adiabatic single ion shuttling preserving the ions quantum state using optimal control techniques.

The measurement of a single radial frequency in the 729nm sideband spectrum for different axial trap positions show interesting features based on the change of the trap geometry (Fig. 7.17b). Starting at the end of the storage region with a constant radial frequency, a break-in after a slight increase at the beginning of the tapered region occurs. Then the radial frequency is increased strongly as expected with the transport to the narrower radial cross section of the trap. The stronger radial confinement in the tapered region is understood easily with the change of the trap geometry at constant trap drive parameters. The drop of the radial confinement at the start of the tapered region can be illustrated qualitatively with a bending of the electric field at the chamfered electrodes. The electric field is not anymore strictly perpendicular to the linear trap axis, the component parallel to the axial direction weakens the radial confinement and introduce obviously micromotion to the axial direction. This effect is persistent in the complete tapered region, but is overcompensated at some point by the stronger confinement induced by the narrowed electrode geometry.

The transport spectroscopy is realized so far with a constant trap drive voltage, but the different geometric cross sections of the trap influence the ions position in the stability region for the dynamical confinement. During the transport of a single ion from the storage to the processing region it is recommended to adjust the trap drive voltage dynamically to preserve the q-factor of the dynamical confinement in the range of 0.15 to 0.35. The single ion shuttling operation with a dynamical trap drive is tested successfully. The measurements show the influence of the tapered region on the radial confinement drastically - the persistent influence of axial micromotion generated by the taper should be considered for the application of coherent operations on single or a couple of ions. The ions should be loaded and accumulated in the storage region, then moved by a classical transport operation to the processing region, where the coherent operations on the ions quantum state should be performed.
7.5 Raman spectroscopy

The difference of the Raman scheme to the spectroscopy with the 729nm laser are a significantly enhanced Lamb-Dicke factor and the interaction of the Raman light only with the axial vibrational modes [Gul01b]. The interferometric stability of the Raman beams is important, not a small spectral linewidth compared to the requirements for the 729nm laser at all. In addition the lifetime of the Zeeman sublevels of the ground state is obviously much stronger compared to the metastable $D_{5/2}$ level.

Figure 7.18: Pulsed quantum jump spectroscopy using Raman transitions: (a) The Raman levels are the Zeeman sublevels of the ground state $|0\rangle = |S_{1/2}, m = -1/2\rangle$ and $|1\rangle = |S_{1/2}, m = 1/2\rangle$. The Raman transition is detuned by $\Delta$ from the $|2\rangle = |P_{1/2}\rangle$ state. The detuning $\delta = 12.4$MHz is determined by the frequency difference of both Raman laser beams $k_1$ and $k_2$. (b) The sideband spectrum shows axial motional sidebands only because of the effective k-vector $k = k_1 + k_2$ parallel to the linear trap axis. The detuning is about $\Delta = 10$GHz and the excitation was 200µs. The carrier transition (CR) is centered and axial lower (RSB) and upper motional sidebands (BSB) are measured up to the fourth order.

The Raman transition used for the sideband spectroscopy is a two-photon transition as a combination of a excitation to a Raman level and a stimulated emission as the final step. The Zeeman sublevels of the $S_{1/2}$ ground state are used as Raman levels, coherently connected by two lasers based on the third state $P_{1/2}$. The first Raman laser couples the Zeeman sublevel $|0\rangle = |S_{1/2}, m = 1/2\rangle$ to the virtual Raman level, the second Raman laser the remaining sublevel $|1\rangle = |S_{1/2}, m = -1/2\rangle$. Finally, the state $|2\rangle = |P_{1/2}\rangle$ is decoupled from the Zeeman sublevels and an effective two-level Raman interaction Hamiltonian describes the system precisely [Wu96]. The coupling is influenced by the coupling strengths $\Omega_1$ and $\Omega_2$ and therefore intensity dependent. The effective Rabi frequency of $\Omega = \Omega_1\Omega_2/\Delta$ is larger for a smaller detuning $\Delta$ [Hom06a]. The detuning $\Delta$ is limited by spontaneous emissions to the $P_{1/2}$ level, which acts as a loss.
The time sequence for the pulsed quantum jump spectroscopy is nearly identical to the previous sequence. Now the optical pump pulse populates the lower Zeeman sublevel $m = -1/2$ instead of the upper level, and the Raman transition transfers the population to the upper Zeeman sublevel $m = 1/2$. An external magnetic field leads to a Zeeman splitting of 12.4MHz. The detuning $\Delta$ to the $P_{1/2}$ level is about $\Delta \sim 10$GHz. The detection of a successful Raman transition in the spectroscopy section is realized with the 729nm laser combined with a robust adiabatic passage pulse.

The sideband spectrum is different compared to the quantum jump spectroscopy with the 729nm laser because of the orientation of the Raman effective k-vector. The Raman beams are tilted 45° to the linear trap axis and are perpendicular to each other, so the effective k-vector is oriented parallel to the linear trap axis and no coupling to radial modes of the trapped ion is detectable. The sideband spectrum contains the axial vibrational modes only. The Lamb-Dicke parameter is determined to $\eta = \Delta k \sqrt{\hbar/2m\omega} = 0.356$ and is by a factor of about 5 stronger compared to the coherent coupling with the 729nm laser. The two photon process combines the advantage of a shorter wavelength, a parallel orientation to the linear trap axis and a high Rabi frequency with a simpler experimental spectroscopy setup. Analogous to the sideband cooling based on the 729nm excitation the Raman scheme allows sideband cooling as well. The principle of realization will be similar to the discussed scheme based on the 729nm laser. An excitation on the first lower axial sideband is used to annihilate a phonon of the axial vibrational mode, cooling to the motional ground state in the end.
Chapter 8

Experiments in planar traps

The experimental results achieved with the different surface electrode ion traps represent the first trap operation and fundamental characterization of the trap geometries and the electric potentials. Starting with the technology of planar ion traps a prototype experiment was built - the trap is fabricated with printed circuit board technology (8.1). The Y-shaped trap geometry has a manifold of control segments to demonstrate algorithms for shuttling of linear ion crystals, as well as split and merge operations of linear ion chains out of two and more charged microparticles. The trap is characterized (8.1.1) and linear chains of microparticles are loaded in the trap (8.1.2). The operations for splitting and merging are investigated with two microparticles, and a transport of a single microparticle is discussed and realized with a single charged microparticle (8.1.3).

The realization of planar trap experiments with $^{40}\text{Ca}^+$ ions (8.2) is encouraged by the experience of the microparticle trapping and shuttling using surface electrode trap geometries. A simple linear planar trap with several control segments is operated and characterized using ion clouds and the trapping of a single ion (8.2.1). The motional frequencies of the ion are measured by resonant vibrational excitation for different trapping potentials and compared with numerical simulations (8.2.2).

Based on the experience with the shuttling of charged microparticles in Y-shaped planar traps and the realization of a planar trap experiment a new surface electrode Y-shaped trap is designed with a manifold of control segments for transport experiments with $^{40}\text{Ca}^+$ ions (8.3). The trap is fabricated and passed first electrical tests, and the installation of the experimental setup is completed now.
8.1 Microparticle ion trap

The microparticle ion trap was initiated as a demonstration experiment for the loading and the shuttling of single ionized microparticles respectively linear crystals of ionized microparticles. The linear planar trap is of a Y-shaped geometry, so the transport of single particles through the crossing point of the three branches is investigated. The microparticle trap acts as a prototype setup for the development of microfabricated planar ion traps for scalable quantum information science.

8.1.1 Trap operation

The Y-shaped trap and the hexagon trap are installed separately in transparent housings to shield the trapped charged microparticles from atmospheric fluctuations of the outer environment. The detection of the trapped microparticles is realized with a CCD camera via classical scattering using a helium neon laser guided parallel to the trap surface. The control software allows real-time position tracking of the microparticles to support a closed feedback loop with the programmable electrode voltages. The trap drive voltage and the multiple control voltages are supplied by a self-developed device, which provides complete remote control (5.2).

The trap drive voltage and 32 control voltages are connected with a single wire respectively a ribbon cable by feedthroughs to the segmented trap installed in the inner environment. The time-dependent waveform of the trap drive can be either sinusoidal or rectangular - the developed controller supports rectangular waveforms by switching between the positive and the inverted voltage using a transistor. Alternatively the trap drive voltage is generated by a standard function generator supporting sinusoidal and rectangular waveforms, followed by a bipolar power operational amplifier BOP-36V\(^1\) and a self-built transformer. The number of turns on the primary coil is 50, the secondary coil of the transformer consists out of 10000 turns. However, the multiple control voltages are supplied by a 32-channel high voltage digital-to-analog converter and controlled using a serial programming interface (5.2). The unipolar output voltages for the control electrodes are limited to 295V. Under normal operating conditions the trap drive uses peak voltages from 250V up to 900V at frequencies in the range of 50Hz to 900Hz.

The organic microparticles (lycopodium) are nearly spherically with a diameter on the order of 30\(\mu\)m. Based on the specific gravity of \(\rho = 0.74\text{g/cm}^3\) the single microparticle mass can be estimated to \(m = 10\text{ng}\). The microparticles are deposited on a stainless steel spicule at an electric potential of 280V and loaded into the center of the trapping potential. The trap is operated during loading as a mass filter to restrict a specific charge acceptance.

\(^1\)Kepco Inc., Flushing, USA
Figure 8.1: Radial and axial confinement of the microparticle trap: (a) The first region of stability is simulated numerically for a sinusoidal (blue) and a rectangular (red) trap drive. Compared to the identical shape for the control voltage (A, B), the stability diagram is narrowed (C, D) on the trap drive axis. (b) The axial confinement is shown by a linear chain of 9 microparticles. The center electrode pairs (3, 4) initiate the potential minimum, the outer electrode pairs (1, 2, 5, 6) allow shaping of the trapping potential. The inset shows a side view of a perfectly compensated (I) and an uncompensated trapped particle (II) concerning the micromotion.

The imaging of the microparticles is realized using a standard analog CCD camera combined with a framegrabber card PCI-1410\(^2\). The data analysis is based on particle tracking using NI-LabVIEW combined with NI-Motion. Because of the analog PAL standard the imaging update rate is limited to 25fps at an image size of 768x576 pixels. Alternatively a RTAI Linux environment\(^3\) was used providing real-time scheduling for the voltage control. Combined with a digital IEEE1394 interfaced CCD camera DFK21BF04\(^4\) the image readout is accelerated to a maximal update rate of 60fps at an image size of 640x480 pixels. The CCD camera uses the macro lens system Computar MLH-10X\(^5\) with a working distance of 20cm and a magnification of 10. The real-time position tracking of the microparticles is realized with UNICAP\(^6\). The voltage control, image acquisition and analysis is accelerated by the real-time RTAI Linux environment. The voltage update rate is increased by a factor of 10 to nearly 10kHz and the particle tracking is speeded up by a factor of 10 to approximately 20fps.

The typical operating conditions of the segmented trap depends on the sinusoidal or rectangular shape of the trap drive voltage (Fig. 8.1), while the axial confinement is generated by the same multi-channel voltage source.

\(^2\)National Instruments, Texas, USA
\(^3\)https://www.rtai.org
\(^4\)Imaging Source Europe, Bremen, Germany
\(^5\)CBC GmbH, Düsseldorf, Germany
\(^6\)http://unicap-imaging.org
all the time. However, the underlying electronic circuit for the rectangular trap drive is much simpler and cost-effectively than a broad band sinusoidal amplifier up to 2000\(V_{pp}\) in a frequency range of 1Hz \ldots 1000Hz. Besides the technical aspect the rectangular oscillating potential leads to a narrower first region of the stability diagram (Fig. 8.1a), which is proven by a numerical simulation of the two-dimensional oscillating radial confinement of the linear trap. The Fourier series of the rectangular driving voltage \(U_r(t)\) illustrates the virtually enhanced voltage amplitude by a factor of \(4/\pi\), while the boundaries on the control voltage axis remain unchanged (A, B):

\[
U_r(t) = U_{pp} \cdot \frac{4}{\pi} \left( \cos \omega t - \frac{1}{3} \cos 3\omega t + \frac{1}{5} \cos 5\omega t \pm \cdots \right) \quad (8.1)
\]

\[
U_r(t) = U_{pp} \cdot \sum_{k=1}^{\infty} (-1)^{k-1} \frac{\cos ((2k-1)\omega t)}{2k-1}
\]

The amplitude of the sinusoidal driving voltage \(U_s(t) = U_{pp} \cdot \cos \omega t\) limits the stability region of trapping (D) because of the constraint \(q < 0.9\) of the \(q\)-parameter \(q \propto U_{pp}/\omega^2\) used in the Mathieu equation. For the rectangular voltage waveform the stability region is narrowed by the factor of \(\pi/4\) (C). The technique of trapping with a rectangular trap drive is investigated and proven even for mass spectrometry applications [Ric73, Ric75].

The micromotion of the trapped microparticles is directed perpendicular to the trap surface respectively parallel to the imaging direction (Fig. 8.1b). The orientation of the micromotion is caused by the symmetric trap geometry of the radial cross section. The time averaged detection shows a linear elongated trajectory (inset) for an uncompensated trapped microparticle. The micromotion is compensated by adjusting the voltage on the static center electrode, as long as the trajectory of the microparticle appears point shaped in the side view. Because of the particles finite dimension the micromotion is caused mainly by the finite mass. The center electrode repels the microparticels to the node of the trap drive voltage with compensation voltages in the range of 15V to 45V.

The micromotion frequency is equal to the trap drive frequency, which is proven experimentally by stroboscopic laser scattering. The motional damping of the trapped microparticles at atmospheric pressure prevents an accurate measurement of the secular and axial frequencies [Pea06]. The trap operation under vacuum pressure would eliminate the air drag. The chain out of 9 microparticles (Fig. 8.1b) is trapped by a sinusoidal trap drive with a peak voltage of \(U_{pp} = 620V\) at a frequency of 280Hz. The radial ponderomotive potential is stronger compared to the axial confinement shown by the elongated linear crystal. The axial potential is generated by the control voltages \(U_2 = U_5 = 180V\) and \(U_3 = U_4 = 0V\) at the center electrodes, and \(U_2 = U_5 = 295V\) at the outer electrodes, and
8.1.2 Microparticle crystals

The loading of linear microparticle crystals with different length demonstrates the stable operation of the planar trap (Fig. 8.2). The linear crystals shown are trapped with identical parameters for the trap drive and the control voltages. The sinusoidal trap drive is characterized by a peak voltage of $V_{pp} = 660 \text{V}$ at a frequency of $321 \text{Hz}$. The axial confinement is realized using 10 control electrode pairs in a linear branch of the Y-shaped trap. Based on the simple voltage configuration of 0V for the 4 electrode pairs at the center and 295V for the outer 3 electrode pairs at each end, the linear crystals are trapped with the middle electrode at 0V neglecting the micro-motion. Assuming the critical ratio $\omega_s/\omega_{ax} \geq 0.73 \cdot N^{0.86}$ of the secular $\omega_s$ and axial frequency $\omega_{ax}$ for the linear seven-ion crystal [Ste97], the axial confinement can be estimated to at least a factor of 3.9 weaker than the radial confinement.

Figure 8.2: Linear crystals of charged microparticles: (a) The ion chains of 2 up to 7 microparticles trapped within an identical axial confinement are shown. (b) Compared to the theoretical equilibrium positions (gray) the distance of adjacent ions is reproduced with high accuracy, respecting slight variations of the microparticles specific mass.

The various linear crystals show the homogeneousness of the trapped microparticles (Fig.8.2a). In principle the loading process is not specific to the charge-to-mass ratio, but the trap can be operated during loading as a mass filter with a stability diagram optimized for a limited species. An averaged charge to mass ratio for the microparticles of the linear crystal is determined by the analysis of the overall length. The total length is calculated based on the equilibrium positions in the nearly harmonic axial potential. The total energy $V$ of the linear crystal is the sum of each particle in the axial electric potential, considering the interparticle Coulomb repulsion at the distance $\Delta z$ and charge $Ze$ [Jam98]:
\[ V = \sum_{n} \frac{Ze_{n} z_{n}^2}{2} + \sum_{n,m} \frac{(Ze)^2(1 - \delta_{nm})}{8\pi\epsilon_0 \cdot |\Delta z_{nm}|} \]

The equilibrium positions are obtained by minimizing the potential energy \( \frac{dV}{dz_n} = 0 \) numerically using a genetic algorithm. The interparticle spacing at the equilibrium is not uniform, comparably to a crystal structure of a bulk near the surface, the spacing increases at both ends of the linear crystal. The theoretical spacing between the inner particles of a 7-ion crystal is halved nearly compared to the normalized distance in a 2-ion crystal:

<table>
<thead>
<tr>
<th>ions</th>
<th>total length</th>
<th>normalized equilibrium spacing</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>3.58</td>
<td>0.67 0.58 0.55 0.55 0.58 0.67</td>
</tr>
<tr>
<td>6</td>
<td>3.19</td>
<td>0.70 0.61 0.59 0.61 0.70</td>
</tr>
<tr>
<td>5</td>
<td>2.77</td>
<td>0.73 0.65 0.65 0.73</td>
</tr>
<tr>
<td>4</td>
<td>2.28</td>
<td>0.78 0.72 0.78</td>
</tr>
<tr>
<td>3</td>
<td>1.71</td>
<td>0.85 0.85</td>
</tr>
<tr>
<td>2</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

The position measurements of several linear crystals are in good congruity with the theoretical equilibrium positions assuming a constant mass and charge of all microparticles (Fig. 8.2b). The singular deviations from the numerically calculated positions are due to a slight distribution of the specific charges and masses in the linear crystal.

The analysis of the total length results in an averaged charge measurement for the microparticles of the linear crystal. Starting with a chain of multiple particles, the microparticles are removed successively out of the chain. The total length is measured to achieve the average charge: Following the ansatz of [Jam98], the detected particle positions \( z_n \) are compared with the dimensionless equilibrium positions \( u_n \), which are calculated by a genetic algorithm and are consistent with the data in [Jam98]. The length scale \( l = Ze/4\pi\epsilon_0 \alpha \) is the scaling factor for \( z_n = l \cdot u_n \). The length scale \( l = z_n/u_n \) is fitted for different sizes of the ion chain to determine the averaged charge \( Ze \) of a single microparticle. The coefficient \( \alpha \) is numerically calculated for a given voltage configuration by the axial harmonic electric potential \( \phi = 1/2 \alpha z^2 \). The axial potential defines the single microparticles potential energy \( V = Ze \cdot \phi \). The total length of linear ion chains in the scaling of \( u_n \) from 2 ions up to 9 ions are: 1.26, 2.15, 2.87, 3.49, 4.02, 4.51, 4.95, 5.36. The control voltages for the axial confinement are 295V for the three outer electrode pairs at each side and 0V for the four electrode pairs at the center. The shape of the harmonic axial potential is given by the coefficient \( \alpha \), which is calculated to \( 3.1 \cdot 10^5 \text{V/m}^2 \) based on the voltage configuration at the specific electrode geometry.
8.1. MICROPARTICLE ION TRAP

Figure 8.3: Length measurement of linear microparticle crystals: The linear chain is loaded into the trap, successively the ion number is decreased. The control voltages are constant. (a) Different trap drive parameters lead to a slightly changed axial confinement. The trap drive voltage of $740\mathrm{V}_{pp}$ at $903\mathrm{Hz}$ (A) causes a different slope compared to the linear crystal (B) at $880\mathrm{V}_{pp}$ and $321\mathrm{Hz}$. (b) A slightly change of the averaged charge (C, D) is detectable with this technique. The trap drive is operated at $660\mathrm{V}_{pp}$ at a frequency of $323\mathrm{Hz}$.

The parameter $l$ is determined for four different linear ion crystals, loaded with identical parameters for ionization of the neutral microparticles (Fig. 8.3). The fitted parameter $l_A = 0.64(2)\mathrm{mm}$ results in an averaged charge of $Z_A = 5.6(5) \cdot 10^4\mathrm{ec}$ (elementary charge) and for $l_B = 0.89(4)\mathrm{mm}$ a averaged charge $Z_B = 15(2) \cdot 10^4\mathrm{ec}$ is achieved. The averaged charge of the linear ion crystals is slightly different with $l_C = 0.73(4)\mathrm{mm}$ corresponding to $Z_C = 8(1.3) \cdot 10^4\mathrm{ec}$ and $l_D = 0.69(3)\mathrm{mm}$ results in $Z_D = 7.1(9) \cdot 10^4\mathrm{ec}$. The measurements show that an averaged charge for a linear crystal out of similar microparticles can be determined roughly based on the total length of the chain only. Furthermore the analysis shows the small variation of the measured charges for the successively loaded crystals, confirming the quality of the enhanced loading process.

8.1.3 Shuttling and splitting operations

The shuttling of single trapped microparticles is fundamental for a scalable trap operation. The continuous transport is demonstrated for a distance of 5 electrode pairs based on different time-dependent voltage waveforms (Fig. 8.4). In a simple guess the voltages are ramped stepwise showing a discontinuous shuttling, which is improved by a linear transformation on the time coordinate (Fig. 8.4b). A finer voltage interpolation combined with a higher voltage update rate results in a continuous single particle transport. The real-time position tracking of the single shuttled microparticle show the potentiality of the consistency check regarding to the numerically calculated voltage waveforms for the control electrodes.
Figure 8.4: Shuttling operation with a single microparticle: (a) The six control electrode voltages of 120V, 60V, 0V, 0V, 60V, 120V are ramped stepwise. The trap drive voltage is 850V_{pp} at 50Hz with the middle compensation electrode at 3V. The delay time of 600ms (A), 450ms (B), 300ms (C) and 200ms (D) determines the transport quality. (b) The six control electrodes are ramped linearly. The initial set of voltages is 180V, 90V, 0V, 0V, 90V, 180V with a trap drive of 280V_{pp} at 70Hz. The middle electrode is set to 0V. The delay time of 800ms (E), 640ms (F), 400ms (G), 240ms (H), 160ms (I) increases the shuttling speed of the monotonic trajectory and demonstrates the optimized transport quality.

The splitting and merging operation of two ions is fundamental for the application of scalable quantum algorithms at the qubit system. The typical axial confinement of the linear ion crystal out of two ions is adjusted to place a single control electrode pair in between. This electrode pair (dark gray) allows a deterministic splitting by increasing the voltage (Fig. 8.5). The trajectories during splitting and merging operation are correlated strongly with damping effects originated by the residual pressure. However, the principle is shown clearly and further enhancement should focus on the design of the center electrode for a narrowed axial electric splitting potential.

Figure 8.5: Splitting and merging of a linear two-ion crystal: (a) Two ions are confined in a harmonic axial potential. The trap drive is 900V_{pp} at a frequency of 50Hz. (b) The real-time particle tracking shows the influence of the increasing and decreasing double well potential on the damped motion.
8.1. MICROPARTICLE ION TRAP

Figure 8.6: Axial ponderomotive potential at the cross: (a) The numerical simulation of the trap drive potential at the axial plane of symmetry shows the uninfluenced linear trap characteristics (on the right of B). The maximum of the trap drive bump at the axial direction is centered at the cross (A) and decays into the linear regions (B). (b) The theoretical distance of the microparticle to the trap surface for the shuttling throughout the cross (gray) is proven experimentally with high accuracy (orange). The detection of the bump confirms the existence of axial rf potentials directly and shows the accuracy of the numerical simulations.

The axial confinement in the linear regions of the Y-shaped microparticle trap is purely static (Fig. 8.6). Towards the cross (A) the third trap drive electrode located perpendicular to the linear trap axis influences the static axial trap potential strongly. The oscillating electric field component parallel to the axial direction results in a ponderomotive potential with increasing slope to the trap center (B). The transport of a single trapped microparticle to the cross starting at the linear region and finally to a different linear branch is characterized by a bump of the ponderomotive potential with its maximum at the crossing point (Fig. 8.6a).

In addition the third electrode induces axial micromotion. The strength of the axial micromotion is maximized at the increasing slope between (B) and (A) and vanishes at the cross (A). The special case at the crossing point is due to the 120°-symmetry of the geometric design and is illustrated by an enlarged plateau of the ponderomotive potential.

The potential bump of the oscillating field is detected directly by measuring the distance of the microparticle to the trap surface at a transport throughout the crossing point (Fig. 8.6b). With a constant voltage at the middle electrode the microparticle reproduces the axial equi-pseudopotential directly. The theoretical curve from numerical simulations is confirmed by the measurement with excellent accuracy. For this measurement the real-time Linux based detection was used, providing a higher data acquisition speed shown by the single experiment.
8.2 Planar microchip ion trap

The initial experiments with the planar microchip trap demonstrate the loading and storage of single ions using microfabricated single-layer electrode structures. However, the operation of surface electrode ion traps is shown successfully by [Sei06, Lab08a, Wan08]. The loading and Doppler cooling at room temperatures [Sei06] as well as the sideband cooling to the motional ground state at cryogenic temperatures [Lab08a] with outstanding heating rates are realized so far, but the availability of single ion shuttling in planar trap geometries is still an open question. The operation of a microfabricated linear planar trap is a good starting point to verify the accuracy of the numerical simulations by the measurement of axial motional frequencies. The Y-shaped planar trap as an analogous design of the microparticle trap is fabricated and characterized, but still waits for operation. The multiple control segments in the linear regions and the cross at the center will allow extensive investigations of ion shuttling inside these trap designs and prove the scalability of surface electrode traps in general.

8.2.1 Trap operation and cold ion crystals

The microfabricated planar trap is characterized by axial motional frequency measurements with ion clouds and the storage of single ions. The atomic calcium beam is aligned parallel to the trap surface, the neutrals are ionized using resonant two-color photoionization. The measurements reported here are realized at the center of the microtrap, the lasers for photoionization, Doppler cooling and repumping are guided about $\sim 245\mu m$ above the trap electrodes crossing the thermal effusive beam of neutral calcium.

Typically the trap is supplied with rf voltages of $U = 300V_{pp}$ at a frequency of $\Omega = (2\pi)18.34\text{MHz}$. The trap is operated in the first stability region, the q-parameter is estimated using numerical simulations to $q = 0.27$. The pure radial confinement without any static voltages results in a radial trap depth of $110\text{meV}$. Compared to a thermal energy of $25\text{meV}$ at an ambient temperature of $300\text{K}$, the radial confinement by the planar electrode geometry is suitable for ion trapping after initial Doppler cooling. Based on numerical calculations, the trap center at the rf node is located $246\mu m$ away from the electrode surface. The theoretically predicted focus of the optical detection is proven experimentally with stored ions.

The operation of the oven, the photoionization, the Doppler cooling and the fluorescence detection are realized similar to the microtrap experiment based on the same characteristic parameters. The oven is operated at currents of $3\text{A}$ continuously, the first resonant step of photoionization to a Rydberg level is realized with the $423\text{nm}$ laser, the second non-resonant laser at $390\text{nm}$ is aligned parallel and excites the neutrals near the ionization continuum for a subsequent field ionization in the Paul trap. The Doppler
cooling of the trapped $^{40}\text{Ca}^+\text{ ions}$ is achieved at a laser power of 1mW for the ion clouds and $< 1\text{mW}$ tuned near to the resonance for Doppler cooling of the single ions. The weak focus of a diameter about 80µm respects the lateral extent of the beam near the side of the trap chip to avoid backscattering. The 866nm laser aligned parallel to the laser at 397nm is used for repumping from the $D_{3/2}$ level. The fluorescence detection of the trapped ions near 397nm is identical to the microtrap setup, but the optical lens system is oriented vertically and perpendicular to the trap surface. The fluorescence is detected with the CCD camera exclusively.

**Figure 8.7:** Fluorescence images of trapped ions in the planar trap:
(a) The trapped ion cloud consists out of 9 ions and is centered on the middle electrode 230(20)µm above the trap surface. The scattered light at 397nm shows the ions and the gaps between the middle and the rf electrodes. (b) The single ion is stored at nearly the same distance from the trap surface. The reduced straylight is caused by a stronger focused and attenuated 397nm laser.

The fluorescence measurements of the trapped $^{40}\text{Ca}^+\text{ ions}$ (Fig. 8.7) are limited by the storage time. The trap is operated at a high-vacuum pressure of $10^{-9}\text{mbar}$, so the ion loss due to scattering because of the background pressure restricts the storage time to several seconds without Doppler cooling. The ion storage time is extended using Doppler cooling by several orders of magnitude. Because of the symmetric radial cross section the micromotion is directed mainly perpendicular to the trap surface. A component of the 397nm laser parallel to the micromotion is not existent, so the vertical principal axis of motion is not affected by Doppler cooling which limits the storage time furthermore. Even the micromotion compensation by the middle control electrode is not detectable by the change of the fluorescence signal compared to the microtrap setup. The middle control electrode allows decreasing the effective distance of the trapped ion to the trap surface, so the influence of the patch charges localized at the insulators caused by the electrode gaps is different. Because of the dominating pressure-limited storage time, this effect is not detectable at this stage.
8.2.2 Trap characterization

The trap is characterized by the measurement of the axial motional frequencies for several different strengths of axial confinement. The ponderomotive potential generating the radial confinement remains constant, while the axial confinement is adjusted individually by the control voltage of the electrode pair at the center of the static potential, at which the ions are located (Fig. 8.8). The motional frequencies are determined using the technique of resonant vibrational excitation of the ions. Therefore a single electrode of a pair near the center of the axial electric potential is supplied with a small fraction of a sinusoidal voltage at a specific frequency. By scanning the frequency of the oscillating probe potential the ions get resonantly with the static potential at the axial frequency, and a dip in the fluorescence signal of the trapped ions dependent of the voltage frequency is detected.

Figure 8.8: Numerical simulated planar trap potentials: (a) The pure static axial confinement at the linear trap axis is shown for a specific voltage configuration. The 10 control voltages are 0V, 10V, 10V, 0V, −5V, −2V, 6V, 10V, 10V and 0V. The non-segmented center electrode is at a voltage of −0.2V. The ion is located at the center (A), and the weak axial potential is spread about 1.2mm (B,C) with a potential depth (A,B) of about 0.6eV. (b) The trap drive voltage of 140Vpp at 18.543MHz combined with the static control voltages results in a strong effective radial confinement of about 0.5eV perpendicular to the surface. The ion is trapped at the rf node 246µm above the electrode surface (D).

For a specific voltage configuration, the asymmetric shape of the axial electric potential is caused by the irregular number of electrodes at each side of the ions position (Fig. 8.8a). The axial motional frequency is increased by lowering the voltage at the central electrode pair located at zero position. The effective ponderomotive potential (Fig. 8.8b) is obtained combining the ponderomotive potential from the trap drive and the static electric potentials of the surrounding control electrodes, especially the non-segmented center electrode. A negative voltage at the center electrode increase the effective
radial confinement in the vertical direction. The pure ponderomotive potential leads to a trapping depth of about 110meV, a center electrode voltage of $-0.2\,\text{V}$ increases the effective radial confinement neglecting all micromotion. The voltage configuration for the trap drive and the control electrodes is optimized for the loading and the storage of the ion cloud.

![Characterization of different axial confinements of an ion cloud](image)

**Figure 8.9:** Characterization of different axial confinements of an ion cloud by the measurement (A) of their specific vibrational resonance frequency compared to numerical simulations (B). The voltage configuration $0\,\text{V}$, $10\,\text{V}$, $10\,\text{V}$, $\Delta U$, $U$, $-2\,\text{V}$, $6\,\text{V}$, $10\,\text{V}$, $10\,\text{V}$, and $0\,\text{V}$ is varied by the parameter $U$ only, the middle electrode is supplied with a static voltage of $-0.2\,\text{V}$. The amplitude of the sinusoidal voltage $\Delta U$ for vibrational excitation is $1\,\text{meV}_{\text{pp}}$.

The trapped ion cloud is used for the characterization of the electric fields by measuring the axial motional frequencies for different voltage configurations (Fig. 8.9). The axial motional frequency is varied by the voltage $U$ applied to the central electrode pair. The measurement (A) shows a stronger axial confinement for a decreasing voltage $U$, which corresponds to the numerical simulations (B). The shape of the curve is reproduced with very high accuracy, the obvious offset is presumably due to imperfections of the numerical simulation. The congruity of the axial motional frequency measurements with the numerical simulations illustrate, that the mechanism of planar trapping is well-understood and the simulations of the electric fields are a convenient initial guess for ion shuttling.
8.3 Planar Y-shaped ion trap

The planar Y-shaped ion trap is derived from the design of the microparticle trap. The electrode geometry of the symmetric cross section at the linear trap region is optimized based on numerical simulations and the experience of the microparticle trap operation. A single loading zone with an asymmetric cross section is integrated to tilt the orientation of both principal motional axes to the electrode surface and optimize the Doppler cooling.

![Figure 8.10: Planar Y-shaped ion trap](image)

(a) All rf and dc electrodes are controlled independently via the chip carrier. The trap electrodes are connected with ball bonding to the carrier contact pads. The trap is mounted on a copper base to heighten the trap surface for optimal laser access. (b) The trap is installed on a filter board providing a cutoff frequency of 1MHz for each control electrode. Two resistively heated stainless steel ovens generates thermal effusive beams of neutral calcium.

The trap is installed in a UHV compatible ceramic chip carrier analogously to other experimental setups (Fig. 8.10). The three symmetric linear regions are connected to the trap center, 20 electrode pairs are available for ion shuttling and 5 electrode pairs are used for the axial control of the asymmetric loading region (Fig. 11.6). Each electrode of a pair is supplied with an independent static voltage. The self-developed multi-channel voltage supply from the microtrap setup is used. The rf electrode bars for the radial confinement of the trapped ions and all dc electrodes are connected with ball bonding to the chip carrier contacts.

The trap fabrication is investigated using electron microscopy (Fig. 8.11). The high aspect ratio of 2.4 regarding to the trap electrode thickness and the electrode gap will reduce the influence of patch charges on the trapping potentials. In a test setup the unexpected high breakdown voltage on the order of 650V...850V for a electrode gap of 4µm at a pressure in the range of 10^{−8}mbar shows the applicability for the rf trap drive to a couple of hundred volts. The surface roughness is improved regarding the linear planar microtrap.
The radial cross section at a linear branch of the planar trap shows a symmetric design with a 40µm wide non-segmented middle electrode for biasing the height of the trapped ions for micromotion compensation (Fig. 8.11a). The adjacent rf electrode bars have a width of 175µm and are surrounded by various segmented control electrodes with a constant width of 180µm. The control electrodes have a nearly squared shape (Fig. 8.11b), the length is 190µm. The control electrodes are supplied with voltage by 50µm wide striplines, that are surrounded by a large ground area. The linear symmetric branches are merged in a cross at the trap center, the asymmetric loading region is attached to a single linear branch and not shown. At the radial cross section of the asymmetric loading region the 60µm wide center electrode is surrounded by a 76µm wide rf electrode and a 375µm wide control electrode on the one side, in the other direction the rf electrode has a width of 360µm and the outer control electrode a width of 180µm. The length of the middle electrode pair in the loading region is 250µm. In axial direction this electrode pair is surrounded by two additional control electrode pairs in each direction, which transfer the asymmetric cross section to the symmetric linear geometry smoothly (cp. Fig. 11.6).

Based on numerical simulations of the electric fields the ponderomotive potential at the symmetric and asymmetric radial cross sections is shown. The trap parameters for operation are calculated with a stability parameter of \( q = 0.3 \). The geometric factor of \( \alpha = 2.8 \cdot 10^7 m^{-2} \) is determined at the radial cross section of the symmetric region. A trap drive voltage of \( U = 280V_{pp} \) at a frequency of 40MHz yields to a radial trap depth of 350meV for a pure dynamical confinement of the trapped ion. The rf node is located 72µm above the surface electrodes in the symmetric geometry, at
the asymmetric loading zone the rf node is shifted 21\(\mu\)m towards the smaller rf bar, the height is increased slightly to 77\(\mu\)m. The principal axes of motion are oriented parallel and perpendicular at the symmetric cross section, so Doppler cooling of the vertical motion is excluded with a parallel to the trap surface aligned laser. The asymmetric electrode design effects a tilt of 5° for the motional axes to the trap surface to enables Doppler precooling for the vertical direction.

![Numerical radial field simulations of the fabricated Y-shaped ion trap.](image)

**Figure 8.12:** Numerical radial field simulations of the fabricated Y-shaped ion trap. The pseudopotential at the transverse cross sections of the symmetric (a) and asymmetric region (c) show the radial trap confinement. The equi-pseudopotential lines at 0.1eV, 0.2eV, 0.3eV, 0.4eV, 0.5eV, 0.6eV and 0.345eV illustrate the trapping of the ion. The trap depth of > 0.345eV for both cases (a) and (c) under normal operating conditions of 140V trap drive at 40MHz frequency is optimized by numerical calculations. The different electrode designs (b) show the origin of the tilted electric field.

The principle of axial confinement is analogous to the microparticle and linear planar trap. Several static potentials generated by single pairs of control electrodes are added to a static confinement with motional frequencies of a couple of MHz. The overlap of adjacent axial potentials is comparable to the microtrap, so the numerical calculations for a smooth transport can be transferred directly to the Y-shaped planar trap. The trap is fabricated yet, breakdown tested and just installed for the first trapping of \(^{40}\)Ca\(^+\).
Chapter 9

Summary and Conclusion

The numerical simulation, development, assembly, operation and characterization of new scalable microfabricated ion traps for quantum information science was the aim of the work.

The numerical simulations of the segmented linear ion traps contain the optimization of the electrode design calculating the electric fields using finite element methods and boundary element methods. Deviations in terms of higher multipole terms from an ideal time-dependent quadrupole potential can be eliminated efficiently by an adjustment of the trap design. The anharmonic hexapole coefficient vanishes for a special set of design parameters in radial and axial direction.

The theoretical investigation of the motional heating during single ion shuttling is of special interest for the scalable operation of the microtrap. The transport of a single ion from a specific electrode to the adjacent pair increase the external energy by heating effects. From a simple guess the time-dependent voltages for shuttling are optimized using optimal control techniques to minimize heating. The heating is classified like anharmonic dispersion and parametric heating. The optimization shows that parametric heating can be eliminated systematically and the anharmonic dispersion is reduced by orders of magnitude in classical phase space displacement. The simulation is done on a non-adiabatic timescale, which separates the shuttling limits from the trap characteristics. Transport operations in the diabatic regime will play an important role for the realizing of quantum algorithms with moving qubits.

The trap development was focused on the microfabrication of linear ion traps with a multi-layer and a planar design. A modular three-layer microtrap with 32 electrode pairs in two geometrical different adjacent zones was constructed. One trap region is dedicated for the loading of ions and the storage of qubits, the other trap region serves for the processing of quantum information. The trap is assembled in a commercial ceramic chip carrier for standardized electrical connectivity. A central constraint in the design
was the limitation of the control voltages to standard output voltages from commercial digital-to-analog converters in the range of ±15V. For the trap operation a multi-channel voltage source was developed, allowing transport close to the beginning of the diabatic regime. The modular three-layer design was realized in the foresight of hybridization to implement fibre optic in the intermediate trap layer. This trap design is the reference design in the European research program MICROTRAP, and is delivered to several European project partners for the application of quantum information science with microtraps.

The design of multi-segmented planar traps was started with traps for microparticles fabricated with printed circuit board technology. A Y-shaped planar trap was developed in a three-layer design for separating the trap electrodes with a intermediate ground layer from the electrical connectors. A programmable voltage source for trap control was designed, supplying 32 voltages up to 350V and a trap drive with peak voltages of 1000V at frequencies up to 1kHz. Based upon the microparticle planar trap a Y-shaped planar ion trap with a manifold of 70 control electrodes was designed, fabricated, tested and installed in an UHV environment.

A complete new setup was built for the microtrap experiments. Laser sources and optics were installed and the vacuum environment designed and installed with the trap. The diode lasers at 397nm, 866nm and 854nm are locked to linewidth of 1kHz using self-fabricated cavities, the quadrupole transition laser at 729nm was stabilized with a high finesse cavity to a linewidth on the order of 100Hz.

The operation of the three-layer microtrap is demonstrated with the trapping of single $^{40}\text{Ca}^+$ ions and linear ion crystals. The quantum state readout of the ion is realized by electron shelving with a fidelity of 99.5%. The Doppler cooled ion is placed in the Lamb-Dicke regime and located within approximately 105nm at the trap node, which was evaluated by the strength of the micromotion sideband using quantum jump spectroscopy. The quantum state preparation is done by simple single pulses or robust adiabatic passage on the quadrupole transition. The coherent quantum state manipulation between $|0\rangle = |S_{1/2}, m = 1/2\rangle$ and $|1\rangle = |D_{5/2}, m = 5/2\rangle$ is demonstrated with Rabi oscillations on the quadrupole transition and Ramsey interference experiments, which shows the enhanced contrast by one order of magnitude using power line triggering. A single ion is cooled to the ground state of motion by sideband cooling on the quadrupole transition, conceding the measurement of a heating rate of two phonons per ms in the storage zone as an upper limit. Another option for defining qubit states in $^{40}\text{Ca}^+$ is evaluated by Raman transition on the ground state $|S_{1/2}\rangle$, using the Zeeman sublevels $|0\rangle = |S_{1/2}, m = 1/2\rangle$ and $|1\rangle = |S_{1/2}, m = -1/2\rangle$. The experimental scheme to establish an optical qubit using the quadrupole transition and a spin qubit based on the Raman transition was proven.
A new type of spectroscopy experiments for trap characterization is initiated called 'transport spectroscopy' using quantum jump spectroscopy on the quadrupole transition. Solely the laser at 729nm is focused to the point of interest, where the information of the trap should be stored from the motional sidebands. The Doppler cooling and readout scheme stays at the same trap region, the trap can be fully characterized by the successive displacement of the 729nm laser on the shuttling forwards and backwards of the ion. The axial and radial frequencies of motion are measured dependent on the axial position of the ion very precisely.

Based upon the experience with the microparticle planar trap, in which the shuttling of single ions and linear ion crystals were demonstrated, a new trap setup was built for a microfabricated planar ion trap. Because of the challenging production process the characterization of the multi-segmented Y-shaped trap with trapped ions is pending, a simpler version of a linear planar trap fabricated by N. Daniidilis and H. Häffner from the University of Innsbruck was installed in a cooperation. The trap operation was demonstrated successfully and the axial motional frequencies are measured by resonant motion excitation for different trap parameters. The frequencies are in very good congruity with the numerical simulations. The experience from the Y-shaped microparticle trap with respect to the ion shuttling beyond the cross structure is essential for operating the Y-shaped planar ion trap in future.

In the end the work presented the operation of the first European scalable microtrap which is suitable for quantum logic experiments. The manifold of trap segments is the highest number of electrodes integrated in traps for quantum information science so far. A complete new experiment, the electronics and sideband cooling on the quadrupole transition, as well using a Raman transition, were demonstrated. The development on planar ion trap technology is started with the first operation of a European surface-electrode trap in cooperation with H. Häffner from the University of Innsbruck. New planar designs are prepared and will be tested soon.
Chapter 10

Outlook

The development of scalable microfabricated ion traps with multiple segments for the realization of a quantum processor is a challenging task in quantum information science. The last decade of ion trapping in this field of research is characterized by the improvement of linear ion traps together with the optimization of the laser sources to show a variety of entanglement, quantum gate and teleportation experiments. Belonging to the technical direction the trap dimensions were decreased due to the application of microfabrication techniques, a manifold of trap electrodes were integrated for the precise control of the ions motion and the ion microtraps resembled the appearance of integrated electronic devices. Various fabrication techniques for multi-segmented microtraps were tested and the required electric fields are well-known by precise numerical calculations. It was a time period of trap optimization and the experience of 'how to build an ion trap' is exhausted at this stage.

The trap technology is well developed now and the efficiency of different quantum algorithms is proven and optimized - but each component goes ahead in their own nutshell up to now. The active integration of characteristic features of state-of-the-art microtraps - the availability of independent trap zones and the shuttling operations in between - in the sequence of a quantum algorithm is still missing. It is a question of coherence, will the coherence be preserved after the ion transport, or not? Finally, the experiment will answer this fundamental question for a scalable quantum computer based on shuttling operations.

Theoretical investigations of the transport optimization are shown in this work - numerical simulations point out that ion shuttling should be possible beyond the adiabatic regime without phonon heating [Sch06]. These experiments are scheduled in the short term and will lead to feedback algorithms for optimal transport intermediately. In the long term the shuttling of ions should be integrated in quantum algorithms, i.e. the successive entanglement of ion pairs consisting out of adjacent ions from a large ion chain.
Not only the quantum information side is a challenging task, even further development of segmented microtraps to highly integrated optoelectronic devices is of utmost significance for scalable quantum computing: The combination of electric fields with light sources provides the electrodynamics for trapping and shuttling as well as the light for addressing and readout bounded to independent trap regions. The integration of optical components to the fabrication process of the microtraps will lead to a simple optical environment and enhance separated functional trap regions. In the end the hybridization to optoelectronic devices will accomplish the integration of diode lasers including the microoptics in the trap assembly.

The functional design of the three-layer trap as the first European microtrap developed and tested in this research work is an outstanding candidate for future optoelectronic integration within the next years. The spacing of the three-layer design encourages the integration of fibres for guiding the lasers (Fig. 10.1), because the fibers are aligned automatically to the ion and the fibres are covered by the electrode layers. The electric field for trapping remains symmetric and the influence of patch charges by the insulating fibres are minimized. Some special trap regions could be established, i.e. some Doppler cooling regions and some electrode segments which provides qubit manipulation. The concept integrates the external laser sources in the trap design, and the ions are shuttled to the functional zones.

Figure 10.1: Fibre integration in a future optoelectronic microchip trap: (a) In the base system of bottom layer (I), spacer (II) and top layer (III) the spacer is modified for optics integration. (b) The fibres or fibre cavities (gray) are enclosed by the electrode layers (red, green), the inset shows the advantage of two electrode layers compared to three layer of electrodes.

In the short term fibers with microlenses on top could be mounted between the electrode layers of the trap (Fig. 10.1a), replacing the ceramic spacer. The fabrication of the microlenses is realized by shaping the end of the fiber, which is a well-known technique [Pre92, Thu03]. A tight focus in front of the fiber will minimize the scattering light of the Doppler cooling laser and therefore the background signal of the detection. The standard fibre core of $125\,\mu\text{m}$ is equal to the thickness of the spacer, so the trap geometry in particular the shape of the electric field is conserved.
In a more advanced scheme of the microtrap as an optoelectronic device two fibers are integrated oppositely as microscopic optical high-finesse cavities (Fig. 10.1b). Neutral atom experiments using mirror cavities [Mau05, Boc04] and recently fibre cavities on an atom chip [Col07] show the capabilities of quantum electrodynamics measurements, while the integration of fibre based optical cavities in ion microtraps for quantum information science is an open task. The fibre ends will be approached to several tens of $\mu$m to reach the strong coupling limit. The readout of the qubit information can be realized in a cavity quantum electrodynamics experiment by shuttling single qubits throughout the cavity. The quantum state of the ion will be determined by this non-demolition quantum measurement using the cavity probe field. The interaction is oriented strongly to the cavity field, which will decrease the readout time in contrast to the electron shelving technique with arbitrary spontaneous photon scattering. In this standard readout scheme using a dipole transition only a fraction of the spontaneous scattered photons like $1/1000$ is collected. This limits the readout time of the qubit and the speed of a future quantum computer perspective, which can be enhanced by the cavity readout scheme.

The realization of the qubit state detection of single ions or linear ion chains by shuttling using the control voltages through the cavity mode is done by the measurement of the cavity transmission. The fibre cavity is tuned to the $P_{1/2} \leftrightarrow D_{3/2}$ transition near 866nm. During a single ion transit the qubit state $|0\rangle = |S_{1/2}\rangle$ is coupled via Doppler cooling near 397nm to the $P_{1/2}$ level and interacts with the cavity mode. The qubit state $|1\rangle = |D_{5/2}\rangle$ is decoupled from the levels $S_{1/2}$, $D_{3/2}$ and shows no interaction with the cavity field.

The collective cooperativity $C = g^2 / 2\kappa\gamma$ is estimated to $C > 1$ assuming realistic parameters: The waist radius $w = \lambda\pi/2\sqrt{2dr - d^2}$ follows from the cavity length $d$, the radius of curvature $r$ and depends on the wavelength $\lambda$ of the cavity field. In a tapered region of the segmented trap the fibers can be covered by the electrode layers using a fibre gap of $d = 150\mu$m with a radius of $r = 125\mu$m. A finesse of $F = 10000$ should be achievable, the resulting waist radius of $13\mu$m at $\lambda = 866$nm permits a cooperativity of $C = 3\lambda^2 F / \pi^2 w^2 = 4.3$. The field decay rate $\kappa = \pi c / 2Fd$ results in $2\pi \cdot 50$MHz. With a spontaneous emission rate $\gamma$ of $2\pi \cdot 3$MHz at 866nm the collective coupling strength $g = \sqrt{3\lambda^2 c \gamma / \pi^2 w^2 d}$ follows to $2\pi \cdot 35$MHz.

The fabrication of the concave-shaped fibre ends is a standard technique using a CO$_2$ laser. A high reflection coating is evaporated to the fiber tips afterwards. The exemplary calculation shows that the fibre integration in a microfabricated ion trap benefits the coupling strength $g$, which is several orders of magnitude lower in macroscopic cavity setups due to cavity lengths of several mm. The optoelectronic integration affirms the equality of light and electric fields in such a device, the fibre cavity setup is enclosed by the electrode layers of the ion trap assembled in a commercial chip carrier.
The fabrication of such a device should be realized in the short term. The advantage of the modular microtrap design allows a variety of options for integrating other devices in the intermediate layer. Nevertheless the integration of fibre cavities in the strong coupling regime seems to be realizable also with multi-segmented planar traps: Placing a plane fiber tip perpendicular to the trap surface over an integrated curved mirror [Tru07] or - a concave-shaped fiber in front of the plane substrate - experiments in the field of cavity quantum electrodynamics are also scalable with these trap designs. Because of the beginning status with planar ion traps some progress has to occur in the lithography techniques for planar trap fabrication. The fibre cavity integration at the three-layer microtraps is an active research project and funded by the European Union in the program 'Scalable Quantum Computing with Light and Atoms' (SCALA).

Beyond future research on the implementation of ion shuttling in quantum algorithms and optoelectronic hybridization, modifications of the outer environment influence the decoherence mechanisms of the ion trap directly. Lowering the temperature increases the coherence time of the qubit significantly. Experiments have shown that the heating rate of a planar microtrap is decreased by seven orders of magnitude synchronously to cooling close to liquid helium temperature [Lab08a]. The approach to a scalable quantum processor is limited by decoherence so far - the smaller the dimensions of the trap structures, the higher the heating rates \( \dot{n} \). The heating rate \( \dot{n} \) of the ions secular motion is increased empirically by \( \dot{n} \propto 1/d^4 \), when \( d \) is defined as the distance of a trapped ion to the nearest electrode surface. Typical dimensions of the microtraps are in the range of \( d = 100\mu m \ldots 400\mu m \) with corresponding normalized heating rates of several quanta per ms [Lab08a]. They touches almost the 100\( \mu s \) gate operation limit, which is adequate for implementing most of the known quantum algorithms without phonon heating. Within the next years a reduction of the trap dimensions by a factor of 10 following a 100 times higher heating rate can be expected, which emphasizes the technical demands of cooling for a scalable miniaturized quantum processor. Microtrap experiments in a liquid helium cryostat demonstrate the temperature dependence of the anomalous heating [Ant08], so the scalable three-layer microtrap will be operated within the next year in a cryogenic environment.

Decoherence studies are of utmost significance in the present status of ion trap quantum computing, but the quantum interaction between ions and superconductors, the coupling of ions to nanoscopic objects like single carbon nanotubes will introduce a new direction of research next to quantum information processing. More insight in the dominant heating processes is undoubted crucial [Lab08b]. A cryogenic environment provide temperature dependent heating rate measurements and the coupling of i.e. Bell states to microscopic devices or surfaces. The fundamental explanation of heating in the quantum regime is still an open question.
In future, the successfully tested scalable three-layer microtrap and the scalable planar Paul trap will be employed in a cryogenic environment for

- experiments towards scalable quantum computing,
- the non-adiabatic transport of ions,
- cavity QED experiments with integrated optical fibers,
- the sensing of trap surface characteristics by the ions,
- and the coupling of an ion with a nearby sub-µm mechanical object.

With the traps designed, operated and characterized in this thesis, complex tools for advances in quantum information technology were developed towards the realization of a future optoelectronic device for quantum computing.
Chapter 11

Appendix

The additional information is focused mainly on technical developments regarding to the presented results. The two-layer microtrap is the reference design in an European research collaboration towards the realization of a quantum computer (11.1). The accurate operation of the different traps, the multi-layer microtrap, the microparticle ion trap, the planar microchip and the planar Y-shaped ion trap is provided by the pin assignments of the electrical vacuum feedthroughs referring to the trap electrodes (11.2). The fabrication of the two-layer microtrap requires a faultless coating process, which was developed on the basis of a vacuum layer deposition with a rotating sample (11.3).

The operation of microtraps can be standardized using industrial components. The microfabricated ion traps are mounted newly using ceramic chip carriers, new developments will focus on the fast exchange of the microtraps. The design of a ceramic socket for the chip carriers allows the fast exchange of the traps and provides an arbitrary number of electrical contacts, which is a significant improvement in terms of the operation of scalable microtraps for quantum information science (11.4).
11.1 Microtrap design for STREP network

The microtrap developed and tested in this research work was delivered as the reference design to the research groups of the European MICROTRAP STREP network\(^1\). The trap was fabricated and delivered as a kit for self-assembly to the consortium members (Fig.11.1). The multi-layer trap (f) consists of two microstructures (a,b and c,d) separated by a blank ceramic spacer (e). The backside of the top layer (b) and the front of the bottom layer (c) are directly visible for the ion.

\[\text{Figure 11.1: Microtrap design distributed in the STREP network}\]

\(^1\)http://www.microtrap.eu
11.2 Trap designs and pin assignments

The pin assignments refer each pin of the four DB25-type electrical vacuum feedthroughs at the trap flange to a dedicated trap electrode or ground connection. The pin numbering of the plugs follows the standard numbering with view direction from the air side on the mounting flange of the multi-layer ion trap or planar ion trap.

11.2.1 Multi-layer microchip trap

The electrode allocation scheme shows the individual connection of 70 dc electrodes (Fig. 11.2). The top wafer electrodes (outline) are numbered with digits less than 100, the bottom wafer electrodes (gray) are named by digits more than 100. The storage region is located at DC1...DC9 and DC101...DC109 (9 segment pairs). The transfer region is numbered as DC10...DC12 and DC110...DC112 (3 segment pairs). The processing region is located at DC13...DC32 and DC113...DC132 (19 segment pairs).

Figure 11.2: Electrode assignment of the microchip ion trap
Different electrode regions are defined using a sophisticated scheme for the assignment of the individual channels of the multi-channel digital-to-analog converters. Each electrode of a region is supported by a different digital-to-analog converter to obtain the full sampling rate of the analog output. The serial data protocol would decrease the total sampling rate if several channels of the same converter has to be controlled simultaneously.

<table>
<thead>
<tr>
<th>Electrode Assignment</th>
<th>Pin Assignment</th>
<th>DAC channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DC 1</td>
<td>Plug III Pin 12</td>
<td>IC 0 Channel 0</td>
</tr>
<tr>
<td>DC 101</td>
<td>Plug I Pin 12</td>
<td>IC 4 Channel 0</td>
</tr>
<tr>
<td>2 DC 2</td>
<td>Plug III Pin 24</td>
<td>IC 1 Channel 0</td>
</tr>
<tr>
<td>DC 102</td>
<td>Plug I Pin 24</td>
<td>IC 5 Channel 0</td>
</tr>
<tr>
<td>3 DC 3</td>
<td>Plug III Pin 11</td>
<td>IC 2 Channel 0</td>
</tr>
<tr>
<td>DC 103</td>
<td>Plug I Pin 11</td>
<td>IC 6 Channel 0</td>
</tr>
<tr>
<td>4 DC 4</td>
<td>Plug III Pin 23</td>
<td>IC 3 Channel 0</td>
</tr>
<tr>
<td>DC 104</td>
<td>Plug I Pin 23</td>
<td>IC 7 Channel 0</td>
</tr>
<tr>
<td>5 DC 5</td>
<td>Plug III Pin 10</td>
<td>IC 8 Channel 0</td>
</tr>
<tr>
<td>DC 105</td>
<td>Plug I Pin 10</td>
<td>IC 12 Channel 0</td>
</tr>
<tr>
<td>6 DC 6</td>
<td>Plug III Pin 22</td>
<td>IC 9 Channel 0</td>
</tr>
<tr>
<td>DC 106</td>
<td>Plug I Pin 22</td>
<td>IC 13 Channel 0</td>
</tr>
<tr>
<td>7 DC 7</td>
<td>Plug III Pin 17</td>
<td>IC 10 Channel 0</td>
</tr>
<tr>
<td>DC 107</td>
<td>Plug I Pin 9</td>
<td>IC 14 Channel 0</td>
</tr>
<tr>
<td>8 DC 8</td>
<td>Plug III Pin 4</td>
<td>IC 11 Channel 0</td>
</tr>
<tr>
<td>DC 108</td>
<td>Plug I Pin 18</td>
<td>IC 15 Channel 0</td>
</tr>
<tr>
<td>9 DC 9</td>
<td>Plug III Pin 16</td>
<td>IC 0 Channel 1</td>
</tr>
<tr>
<td>DC 109</td>
<td>Plug I Pin 5</td>
<td>IC 4 Channel 1</td>
</tr>
<tr>
<td>10 DC 10</td>
<td>Plug III Pin 3</td>
<td>IC 1 Channel 1</td>
</tr>
<tr>
<td>DC 110</td>
<td>Plug I Pin 17</td>
<td>IC 5 Channel 1</td>
</tr>
<tr>
<td>11 DC 11</td>
<td>Plug III Pin 15</td>
<td>IC 2 Channel 1</td>
</tr>
<tr>
<td>DC 111</td>
<td>Plug I Pin 4</td>
<td>IC 6 Channel 1</td>
</tr>
<tr>
<td>12 DC 12</td>
<td>Plug III Pin 2</td>
<td>IC 3 Channel 1</td>
</tr>
<tr>
<td>DC 112</td>
<td>Plug I Pin 16</td>
<td>IC 7 Channel 1</td>
</tr>
<tr>
<td>13 DC 13</td>
<td>Plug III Pin 14</td>
<td>IC 8 Channel 1</td>
</tr>
<tr>
<td>DC 113</td>
<td>Plug I Pin 3</td>
<td>IC 12 Channel 1</td>
</tr>
<tr>
<td>14 DC 14</td>
<td>Plug III Pin 1</td>
<td>IC 9 Channel 1</td>
</tr>
<tr>
<td>DC 114</td>
<td>Plug I Pin 15</td>
<td>IC 13 Channel 1</td>
</tr>
<tr>
<td>15 DC 15</td>
<td>Plug IV Pin 13</td>
<td>IC 10 Channel 1</td>
</tr>
<tr>
<td>DC 115</td>
<td>Plug I Pin 2</td>
<td>IC 14 Channel 1</td>
</tr>
<tr>
<td>16 DC 16</td>
<td>Plug IV Pin 25</td>
<td>IC 11 Channel 1</td>
</tr>
<tr>
<td>DC 116</td>
<td>Plug I Pin 14</td>
<td>IC 15 Channel 1</td>
</tr>
<tr>
<td>17 DC 17</td>
<td>Plug IV Pin 12</td>
<td>IC 4 Channel 2</td>
</tr>
<tr>
<td>DC 117</td>
<td>Plug I Pin 1</td>
<td>IC 0 Channel 2</td>
</tr>
</tbody>
</table>
### Electrode Assignment

<table>
<thead>
<tr>
<th>Electrode Assignment</th>
<th>Pin Assignment</th>
<th>DAC channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>DC 18</td>
<td>Plug IV Pin 24</td>
<td>IC 5 Channel 2</td>
</tr>
<tr>
<td>DC 118</td>
<td>Plug II Pin 13</td>
<td>IC 1 Channel 2</td>
</tr>
<tr>
<td>DC 19</td>
<td>Plug IV Pin 11</td>
<td>IC 6 Channel 2</td>
</tr>
<tr>
<td>DC 119</td>
<td>Plug II Pin 25</td>
<td>IC 2 Channel 2</td>
</tr>
<tr>
<td>DC 20</td>
<td>Plug IV Pin 23</td>
<td>IC 7 Channel 2</td>
</tr>
<tr>
<td>DC 120</td>
<td>Plug II Pin 12</td>
<td>IC 3 Channel 2</td>
</tr>
<tr>
<td>DC 21</td>
<td>Plug IV Pin 10</td>
<td>IC 12 Channel 2</td>
</tr>
<tr>
<td>DC 121</td>
<td>Plug II Pin 24</td>
<td>IC 8 Channel 2</td>
</tr>
<tr>
<td>DC 22</td>
<td>Plug IV Pin 22</td>
<td>IC 13 Channel 2</td>
</tr>
<tr>
<td>DC 122</td>
<td>Plug II Pin 11</td>
<td>IC 9 Channel 2</td>
</tr>
<tr>
<td>DC 23</td>
<td>Plug IV Pin 9</td>
<td>IC 14 Channel 2</td>
</tr>
<tr>
<td>DC 123</td>
<td>Plug II Pin 23</td>
<td>IC 10 Channel 2</td>
</tr>
<tr>
<td>DC 24</td>
<td>Plug IV Pin 21</td>
<td>IC 15 Channel 2</td>
</tr>
<tr>
<td>DC 124</td>
<td>Plug II Pin 10</td>
<td>IC 11 Channel 2</td>
</tr>
<tr>
<td>DC 25</td>
<td>Plug IV Pin 5</td>
<td>IC 4 Channel 3</td>
</tr>
<tr>
<td>DC 125</td>
<td>Plug II Pin 22</td>
<td>IC 0 Channel 3</td>
</tr>
<tr>
<td>DC 26</td>
<td>Plug IV Pin 17</td>
<td>IC 5 Channel 3</td>
</tr>
<tr>
<td>DC 126</td>
<td>Plug II Pin 17</td>
<td>IC 1 Channel 3</td>
</tr>
<tr>
<td>DC 27</td>
<td>Plug IV Pin 4</td>
<td>IC 6 Channel 3</td>
</tr>
<tr>
<td>DC 127</td>
<td>Plug II Pin 4</td>
<td>IC 2 Channel 3</td>
</tr>
<tr>
<td>DC 28</td>
<td>Plug IV Pin 16</td>
<td>IC 7 Channel 3</td>
</tr>
<tr>
<td>DC 128</td>
<td>Plug II Pin 16</td>
<td>IC 3 Channel 3</td>
</tr>
<tr>
<td>DC 29</td>
<td>Plug IV Pin 3</td>
<td>IC 12 Channel 3</td>
</tr>
<tr>
<td>DC 129</td>
<td>Plug II Pin 3</td>
<td>IC 8 Channel 3</td>
</tr>
<tr>
<td>DC 30</td>
<td>Plug IV Pin 15</td>
<td>IC 13 Channel 3</td>
</tr>
<tr>
<td>DC 130</td>
<td>Plug II Pin 15</td>
<td>IC 9 Channel 3</td>
</tr>
<tr>
<td>DC 31</td>
<td>Plug IV Pin 2</td>
<td>IC 14 Channel 3</td>
</tr>
<tr>
<td>DC 131</td>
<td>Plug II Pin 2</td>
<td>IC 10 Channel 3</td>
</tr>
<tr>
<td>DC 32</td>
<td>Plug IV Pin 14</td>
<td>IC 15 Channel 3</td>
</tr>
<tr>
<td>DC 132</td>
<td>Plug II Pin 14</td>
<td>IC 11 Channel 3</td>
</tr>
<tr>
<td>DC 0</td>
<td>Plug III Pin 25</td>
<td>Ground</td>
</tr>
<tr>
<td>DC 100</td>
<td>Plug I Pin 25</td>
<td>Ground</td>
</tr>
<tr>
<td>DC 80</td>
<td>Plug III Pin 13</td>
<td>Ground</td>
</tr>
<tr>
<td>DC 180</td>
<td>Plug I Pin 13</td>
<td>Ground</td>
</tr>
<tr>
<td>DC 90</td>
<td>Plug IV Pin 1</td>
<td>Ground</td>
</tr>
<tr>
<td>DC 190</td>
<td>Plug II Pin 1</td>
<td>Ground</td>
</tr>
<tr>
<td>Ground</td>
<td>Plug I Pin 7, 20</td>
<td>Ground</td>
</tr>
<tr>
<td>Ground</td>
<td>Plug II Pin 7, 20</td>
<td>Ground</td>
</tr>
<tr>
<td>Ground</td>
<td>Plug III Pin 7, 19</td>
<td>Ground</td>
</tr>
<tr>
<td>Ground</td>
<td>Plug IV Pin 7, 19</td>
<td>Ground</td>
</tr>
</tbody>
</table>
11.2.2 Planar microparticle trap

The electrode allocation for the microparticle trap is simplified because of the high symmetric trap design and the integrated electronic circuit with a 32 channel digital-to-analog converter. The trap dc electrodes (Fig. 11.3) are controlled pairwise, each of the three identical trap regions, DC1...DC10, DC11...DC20 and DC21...DC30, consists out of 10 electrode pairs. The middle electrode DC30 is assigned separately. The extendend hexagon design (Fig. 11.4) is supplied with the same voltages.

![Electrode assignment of the microparticle trap](image)

**Figure 11.3:** Electrode assignment of the microparticle trap

<table>
<thead>
<tr>
<th>Electrode Assignment</th>
<th>Pin Assignment</th>
<th>DAC channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DC 1</td>
<td>Pin 3</td>
<td>Channel 5</td>
</tr>
<tr>
<td>2 DC 2</td>
<td>Pin 5</td>
<td>Channel 6</td>
</tr>
<tr>
<td>3 DC 3</td>
<td>Pin 7</td>
<td>Channel 7</td>
</tr>
<tr>
<td>4 DC 4</td>
<td>Pin 9</td>
<td>Channel 8</td>
</tr>
<tr>
<td>5 DC 5</td>
<td>Pin 11</td>
<td>Channel 9</td>
</tr>
<tr>
<td>6 DC 6</td>
<td>Pin 13</td>
<td>Channel 10</td>
</tr>
<tr>
<td>7 DC 7</td>
<td>Pin 15</td>
<td>Channel 17</td>
</tr>
<tr>
<td>8 DC 8</td>
<td>Pin 17</td>
<td>Channel 16</td>
</tr>
<tr>
<td>9 DC 9</td>
<td>Pin 19</td>
<td>Channel 15</td>
</tr>
<tr>
<td>10 DC 10</td>
<td>Pin 21</td>
<td>Channel 14</td>
</tr>
<tr>
<td>11 DC 11</td>
<td>Pin 2</td>
<td>Channel 11</td>
</tr>
<tr>
<td>12 DC 12</td>
<td>Pin 4</td>
<td>Channel 12</td>
</tr>
<tr>
<td>13 DC 13</td>
<td>Pin 6</td>
<td>Channel 13</td>
</tr>
<tr>
<td>14 DC 14</td>
<td>Pin 8</td>
<td>Channel 4</td>
</tr>
</tbody>
</table>
## 11.2. TRAP DESIGNS AND PIN ASSIGNMENTS

<table>
<thead>
<tr>
<th>Electrode Assignment</th>
<th>Pin Assignment</th>
<th>DAC channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>15       DC 15</td>
<td>Pin 10</td>
<td>Channel 3</td>
</tr>
<tr>
<td>16       DC 16</td>
<td>Pin 12</td>
<td>Channel 2</td>
</tr>
<tr>
<td>17       DC 17</td>
<td>Pin 14</td>
<td>Channel 1</td>
</tr>
<tr>
<td>18       DC 18</td>
<td>Pin 16</td>
<td>Channel 31</td>
</tr>
<tr>
<td>19       DC 19</td>
<td>Pin 18</td>
<td>Channel 30</td>
</tr>
<tr>
<td>20       DC 20</td>
<td>Pin 20</td>
<td>Channel 29</td>
</tr>
<tr>
<td>21       DC 21</td>
<td>Pin 34</td>
<td>Channel 28</td>
</tr>
<tr>
<td>22       DC 22</td>
<td>Pin 33</td>
<td>Channel 27</td>
</tr>
<tr>
<td>23       DC 23</td>
<td>Pin 32</td>
<td>Channel 26</td>
</tr>
<tr>
<td>24       DC 24</td>
<td>Pin 31</td>
<td>Channel 25</td>
</tr>
<tr>
<td>25       DC 25</td>
<td>Pin 30</td>
<td>Channel 24</td>
</tr>
<tr>
<td>26       DC 26</td>
<td>Pin 29</td>
<td>Channel 23</td>
</tr>
<tr>
<td>27       DC 27</td>
<td>Pin 28</td>
<td>Channel 22</td>
</tr>
<tr>
<td>28       DC 28</td>
<td>Pin 27</td>
<td>Channel 21</td>
</tr>
<tr>
<td>29       DC 29</td>
<td>Pin 26</td>
<td>Channel 20</td>
</tr>
<tr>
<td>30       DC 30</td>
<td>Pin 25</td>
<td>Channel 19</td>
</tr>
<tr>
<td>DC 0</td>
<td>Pin 24</td>
<td>Channel 18</td>
</tr>
<tr>
<td>Ground</td>
<td>Pin 1, 35</td>
<td>Ground</td>
</tr>
</tbody>
</table>

**Figure 11.4:** Multiplexed scalable hexagon: 180 addressable dc electrodes are controlled by multiplexing the electrode assignment of the unit cell. 20 individual dc voltage channels are adequate for shuttling. 10 dc voltages are assigned to 6 linear storage regions (gray).
11.2.3 Planar linear trap

The electrode allocation scheme shows 10 electrode pairs with a middle electrode for microcompensation (Fig. 11.5). The 21 dc electrodes are voltage controlled separately, the outer segment pairs are named DC1...DC110, the center dc electrode DC0 is enclosed by the rf electrode bars (gray).

![Electrode Assignment](image)

**Figure 11.5:** Electrode assignment of the planar linear trap

<table>
<thead>
<tr>
<th>Electrode Assignment</th>
<th>Pin Assignment</th>
<th>DAC channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  DC 1</td>
<td>Plug III Pin 1</td>
<td>IC 9 Channel 1</td>
</tr>
<tr>
<td>DC 101</td>
<td>Plug I Pin 23</td>
<td>IC 7 Channel 0</td>
</tr>
<tr>
<td>2  DC 2</td>
<td>Plug III Pin 14</td>
<td>IC 8 Channel 1</td>
</tr>
<tr>
<td>DC 102</td>
<td>Plug I Pin 22</td>
<td>IC 13 Channel 0</td>
</tr>
<tr>
<td>3  DC 3</td>
<td>Plug III Pin 2</td>
<td>IC 3 Channel 1</td>
</tr>
<tr>
<td>DC 103</td>
<td>Plug I Pin 17</td>
<td>IC 5 Channel 1</td>
</tr>
<tr>
<td>4  DC 4</td>
<td>Plug III Pin 15</td>
<td>IC 2 Channel 1</td>
</tr>
<tr>
<td>DC 104</td>
<td>Plug I Pin 4</td>
<td>IC 6 Channel 1</td>
</tr>
<tr>
<td>5  DC 5</td>
<td>Plug III Pin 3</td>
<td>IC 1 Channel 1</td>
</tr>
<tr>
<td>DC 105</td>
<td>Plug I Pin 16</td>
<td>IC 7 Channel 1</td>
</tr>
<tr>
<td>6  DC 6</td>
<td>Plug III Pin 16</td>
<td>IC 0 Channel 1</td>
</tr>
<tr>
<td>DC 106</td>
<td>Plug I Pin 3</td>
<td>IC 12 Channel 1</td>
</tr>
<tr>
<td>7  DC 7</td>
<td>Plug III Pin 4</td>
<td>IC 11 Channel 0</td>
</tr>
<tr>
<td>DC 107</td>
<td>Plug I Pin 15</td>
<td>IC 13 Channel 1</td>
</tr>
<tr>
<td>8  DC 8</td>
<td>Plug III Pin 17</td>
<td>IC 10 Channel 0</td>
</tr>
<tr>
<td>DC 108</td>
<td>Plug I Pin 2</td>
<td>IC 14 Channel 1</td>
</tr>
<tr>
<td>9  DC 9</td>
<td>Plug III Pin 22</td>
<td>IC 9 Channel 0</td>
</tr>
<tr>
<td>DC 109</td>
<td>Plug I Pin 14</td>
<td>IC 15 Channel 1</td>
</tr>
<tr>
<td>10 DC 10</td>
<td>Plug III Pin 23</td>
<td>IC 3 Channel 0</td>
</tr>
<tr>
<td>DC 110</td>
<td>Plug I Pin 1</td>
<td>IC 0 Channel 2</td>
</tr>
<tr>
<td>DC 0</td>
<td>Plug III Pin 24</td>
<td>IC 1 Channel 0</td>
</tr>
</tbody>
</table>

| Ground               | Plug I Pin 7, 20 | Ground             |
| Ground               | Plug III Pin 7, 19 | Ground           |
11.2.4 Planar microchip trap

The electrode assignment of this novel linear planar trap (Fig. 11.6) with a Y-shaped design shows a separated wiring of the electrodes for each segment pair: 57 dc electrodes are voltage controlled separately. The 5-segment loading zone DC1...DC5 and DC101...DC105 is connected by the 6-segment transfer zone DC6...DC11 and DC106...DC111 to the nodal point. The 7-segment storage zone DC19...DC25 and DC119...DC125 and the 7-segment processing zone DC12...DC18 and DC112...DC118 are located beyond that nodal point. The contact pads of the continuous center electrode DC200, the endcap electrodes DC70 and DC170, DC80 and DC180, DC90 and DC190 and the rf electrodes (dark gray) are located outside of the trap regions. The trap is embedded in a large ground area (light gray).

Figure 11.6: Electrode assignment of the planar microchip trap
<table>
<thead>
<tr>
<th>Electrode Assignment</th>
<th>Pin Assignment</th>
<th>DAC channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 DC 1</td>
<td>Plug III Pin 12</td>
<td>IC 0 Channel 0</td>
</tr>
<tr>
<td>DC 101</td>
<td>Plug I Pin 12</td>
<td>IC 4 Channel 0</td>
</tr>
<tr>
<td>2 DC 2</td>
<td>Plug III Pin 24</td>
<td>IC 1 Channel 0</td>
</tr>
<tr>
<td>DC 102</td>
<td>Plug I Pin 24</td>
<td>IC 5 Channel 0</td>
</tr>
<tr>
<td>3 DC 3</td>
<td>Plug III Pin 11</td>
<td>IC 2 Channel 0</td>
</tr>
<tr>
<td>DC 103</td>
<td>Plug I Pin 11</td>
<td>IC 6 Channel 0</td>
</tr>
<tr>
<td>4 DC 4</td>
<td>Plug III Pin 23</td>
<td>IC 3 Channel 0</td>
</tr>
<tr>
<td>DC 104</td>
<td>Plug I Pin 23</td>
<td>IC 7 Channel 0</td>
</tr>
<tr>
<td>5 DC 5</td>
<td>Plug III Pin 10</td>
<td>IC 8 Channel 0</td>
</tr>
<tr>
<td>DC 105</td>
<td>Plug I Pin 10</td>
<td>IC 12 Channel 0</td>
</tr>
<tr>
<td>6 DC 6</td>
<td>Plug III Pin 22</td>
<td>IC 9 Channel 0</td>
</tr>
<tr>
<td>DC 106</td>
<td>Plug I Pin 22</td>
<td>IC 13 Channel 0</td>
</tr>
<tr>
<td>7 DC 7</td>
<td>Plug III Pin 17</td>
<td>IC 10 Channel 0</td>
</tr>
<tr>
<td>DC 107</td>
<td>Plug I Pin 9</td>
<td>IC 14 Channel 0</td>
</tr>
<tr>
<td>8 DC 8</td>
<td>Plug III Pin 4</td>
<td>IC 11 Channel 0</td>
</tr>
<tr>
<td>DC 108</td>
<td>Plug I Pin 18</td>
<td>IC 15 Channel 0</td>
</tr>
<tr>
<td>9 DC 9</td>
<td>Plug III Pin 16</td>
<td>IC 0 Channel 1</td>
</tr>
<tr>
<td>DC 109</td>
<td>Plug I Pin 5</td>
<td>IC 4 Channel 1</td>
</tr>
<tr>
<td>10 DC 10</td>
<td>Plug III Pin 3</td>
<td>IC 1 Channel 1</td>
</tr>
<tr>
<td>DC 110</td>
<td>Plug I Pin 17</td>
<td>IC 5 Channel 1</td>
</tr>
<tr>
<td>11 DC 11</td>
<td>Plug III Pin 15</td>
<td>IC 2 Channel 1</td>
</tr>
<tr>
<td>DC 111</td>
<td>Plug I Pin 4</td>
<td>IC 6 Channel 1</td>
</tr>
<tr>
<td>12 DC 12</td>
<td>Plug III Pin 2</td>
<td>IC 3 Channel 1</td>
</tr>
<tr>
<td>DC 112</td>
<td>Plug IV Pin 16</td>
<td>IC 7 Channel 1</td>
</tr>
<tr>
<td>13 DC 13</td>
<td>Plug III Pin 14</td>
<td>IC 8 Channel 1</td>
</tr>
<tr>
<td>DC 113</td>
<td>Plug IV Pin 3</td>
<td>IC 12 Channel 1</td>
</tr>
<tr>
<td>14 DC 14</td>
<td>Plug IV Pin 1</td>
<td>IC 9 Channel 1</td>
</tr>
<tr>
<td>DC 114</td>
<td>Plug IV Pin 15</td>
<td>IC 13 Channel 1</td>
</tr>
<tr>
<td>15 DC 15</td>
<td>Plug IV Pin 13</td>
<td>IC 10 Channel 1</td>
</tr>
<tr>
<td>DC 115</td>
<td>Plug IV Pin 2</td>
<td>IC 14 Channel 1</td>
</tr>
<tr>
<td>16 DC 16</td>
<td>Plug IV Pin 25</td>
<td>IC 11 Channel 1</td>
</tr>
<tr>
<td>DC 116</td>
<td>Plug IV Pin 14</td>
<td>IC 15 Channel 1</td>
</tr>
<tr>
<td>17 DC 17</td>
<td>Plug IV Pin 12</td>
<td>IC 4 Channel 2</td>
</tr>
<tr>
<td>DC 117</td>
<td>Plug IV Pin 1</td>
<td>IC 0 Channel 2</td>
</tr>
<tr>
<td>18 DC 18</td>
<td>Plug IV Pin 24</td>
<td>IC 5 Channel 2</td>
</tr>
<tr>
<td>DC 118</td>
<td>Plug IV Pin 13</td>
<td>IC 1 Channel 2</td>
</tr>
<tr>
<td>19 DC 19</td>
<td>Plug II Pin 11</td>
<td>IC 6 Channel 2</td>
</tr>
<tr>
<td>DC 119</td>
<td>Plug I Pin 25</td>
<td>IC 2 Channel 2</td>
</tr>
<tr>
<td>20 DC 20</td>
<td>Plug II Pin 23</td>
<td>IC 7 Channel 2</td>
</tr>
<tr>
<td>DC 120</td>
<td>Plug I Pin 12</td>
<td>IC 3 Channel 2</td>
</tr>
<tr>
<td>21 DC 21</td>
<td>Plug II Pin 10</td>
<td>IC 12 Channel 2</td>
</tr>
<tr>
<td>DC 121</td>
<td>Plug II Pin 24</td>
<td>IC 8 Channel 2</td>
</tr>
</tbody>
</table>
The location of the contact pads provides an extended optical access. A cross-shaped area in the center tilted to the Y-shaped linear electrode geometry is leaved out from contact pads respectively bond wires. Therefore the loading region with the asymmetric electrode design is accessibly with lasers for Doppler cooling under an angle of 45° to the linear trap axis. The nodal point is centered on the microfabricated trap, linked continuously with the loading region regarding to the optical access. The bond pads for the dc electrodes are placed to a inboard position facilitating a revolving ground layer between all dc electrodes. The integration of vias for a multi-layer fabrication is avoided to minimize the error rate of the trap fabrication.
11.3 Rotational wafer coating

The fabrication of the multi-layer microtrap requires a double-sided closed gold coating for the two Al₂O₃ wafers carrying the trap electrodes. The deposition of the conductive material to a closed layer is crucial for the trap operation. Especially at the top layer the bond pads and the electrode surface generating the trapping potential are located on opposite sides, the electrical connection is guided along the head side of the finger electrodes. Besides the trapping potentials the conductive layer covers blank Al₂O₃ areas to prevent distortions of the electric field by local stray charges located at small areas of uncoated Al₂O₃.

![Coating direction I](image1.png) ![Coating direction II](image2.png)

**Figure 11.7:** Conductive layer deposition: (a) Cross section of a single microtrap wafer in a double-sided deposition scheme (genuine dimensions). (b) Self-developed high-vacuum compatible single axis rotation stage with 75mm diameter rotary mount with variable inclination ($\alpha = 0^\circ...90^\circ$).

A continuous rotation during the electron beam physical vapor deposition (EBPVD) is required to cover the sidewalls of the laser cutted slits (Fig. 11.7a). Depending on the thickness of the wafer and the width of the laser cutted slits the inclination is adjusted. A rotation stage with continuously variable inclination was developed for the installation in the electron beam coating machine (Fig. 11.7b). Equipped with a high-vacuum compatible dc motor² the rotation stage allows a single-sided deposition of a 50mm squared Al₂O₃ wafer. The wafer is flipped after the first coating run, a second run is needed to close the conducting layer. The coating consists out of a 50nm thick titanium layer as adhesive layer, followed by a gold layer of 0.5µm thickness. The deposition rate was stabilized to 0.45nm/s, the rotation speed adjusted to 40rpm and the sample temperature limited to 120°C. Using a 50mm squared base Al₂O₃ wafer the production of four complete microchip traps in a single processing run was achieved.

²Faulhaber GmbH, Schönaich, Germany
11.3. ROTATIONAL WAFER COATING

Figure 11.8: Comparison by SEM of EBPVD layers with and without sample rotation: Two prototypes of the two-layer microtrap are shown with a double-sided gold coating for each wafer. (a) Gold coating under normal incidence. The uncoated areas at the sidewalls are identified by the darker color. (b) Closed gold coating with deposition under continuous rotation (rotation axis tilted by 35° to normal axis).

The coating quality is investigated with scanning electron microscopy (SEM). Different assembled microtrap prototypes are tested, the variation of the contrast at the sidewalls shows clearly the difference of the layer deposition under normal incidence (Fig. 11.8a) and with an inclination during continuous rotation of the sample (Fig. 11.8b). The material dependent visual change of the optical contrast is verified by spatial energy dispersive x-ray spectroscopy (EDX) used simultaneously during the characterization with SEM. The bright colored areas are gold coated, the rough dark regions are blank Al₂O₃. Based on the deposition rate the surface roughness of the gold coated wafer reflects the wafer surface quality directly.
11.4 Chip carrier socket for UHV

The experiments towards the development of a quantum computer show the demands of standardized technical parts for electrical interconnect of the ion trap to the laboratory electronics. This research work confirms the applicability of leadless ceramic chip carriers (LCCC) for the supply of multiple control voltages and even the radiofrequency with peak voltages of several hundreds volts.

The leadless chip carriers (LCC) are privileged towards pin grid arrays (PGA): Their straddled rectilinear contact lines inside the ceramics of the carrier minimizes rf pickup and crossed lines are avoided compared to PGA carriers. The outer contact pads are spaced sufficiently for an easy access with standard single-layer printed circuit boards (PCB). This allows the integration of low-pass filters close to the chip carrier, which requires multi-layer PCB. The measured magnetic stray fields from the PGA pins are orders of magnitudes higher at the position of the ions than the residual fields from the other PGA/LCC components. Additionally the surface mounting of the chip carrier (LCC) prevent virtual leaks in contrast to a standard pin/socket connection (PGA).

![Image of demonstration model](image)

**Figure 11.9:** Demonstration model (a) for electrical contacting of the microtrap chip carrier in the UHV using spring contact probe technology. The contact spacing is 1.27mm, the utility model (b) is used for testing the contact pressure after vacuum breakout with a maximum temperature of 150°C and measuring the outgassing properties.

The ion traps used in this work are installed in a LCC, which is soldered to the PCB directly. Providing a fast exchange, an UHV compatible scalable chip carrier socket was designed: The surface mounted LCC is placed on spring probes for electrical contact by a metallic clamp. The bottom wings of the outer LCC contacts serve as electrical interconnects. The UHV compatible spring probes 100881 are vented to avoid virtual leaks and withstand bakeout temperatures of 150°C. Even the radiofrequency trap drive up to currents of 6A and several 10MHz of frequency can be supplied by the 0.75mm diameter and 5.9mm long spring probes.

---

Interconnect Devices Inc., Kansas, USA
The design is simplified to a single probe mount made out of machinable glass ceramic Macor\textsuperscript{4}, wherein the spring probes stick and are pressed to the PCB. A prototype with a pitch identical to contact pad distance of the LCC was fabricated and tested (Fig. 11.9).

![Design Model](image)

**Figure 11.10:** Design model (genuine dimensions) of a UHV compatible ceramic chip carrier socket with a variable pitch, which provides mounting of LCC type components. The front side (a) shows the metal clamps (gold) pressing the carrier (transparent) on the spring probes. The macor mount (blue) is attached to the PCB by screws. At the back side (b) the arrangement of the spring probes is shown.

A realistic design for the LCC used in the experiments (Fig. 11.10) is deduced from the demonstration model (Fig. 11.9). All contact pads of the chip carrier can be controlled separately by 84 spring probes. The open coverage type is required for optimized optical access by a large numerical aperture. Geometric laser configurations for multi-layer microtraps perpendicular to the chip carrier and planar traps parallel to the chip carrier are supported. The chip carrier socket provides the mounting on a low-pass filter board, then the filter components are located close to the chip carrier for efficient rejection of rf noise. Moreover the grid array of the spring probe arrangement can be adapted easily to other geometrical requirements (i.e. BGA). For the design of the UHV compatible chip carrier socket the patent is pending (Nr. DE102006023158A1, 2006).

\textsuperscript{4}Corning Inc., New York, USA.
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[Zzy] The fully unexpected imperfect Doppler cooling was also observed by Roos [Roo00]. A change in the polarization in one of the two 397nm Doppler cooling beams has allowed the variation of the mean quantum number between 15 and 250. In this expe-
riment the non-thermally vibrational state distribution is caused by the imperfect voltage supplies. It changed instantly to Doppler cooling in the Lamb-Dicke regime by using battery-supplied voltages. The interaction of the ion with the noisy environment was responsible for this effect, showing the necessity of low noise devices for scalable microtraps.

The continuous operation of the oven generating the neutral calcium beam influences the experimental results of the quantum jump spectroscopy. Because of the limited background pressure of $10^{-10}$ mbar and the loss during shuttling experiments a permanent atomic beam is required. The current of $2.0A \ldots 3.5A$ for the oven effects lineshifts on the order of $6.0kHz/A$ on the carrier - in general more than the carrier linewidth. In spite of the active stabilized current supply for the magnetic field coils it is obvious, that the unstabilized current supply for the oven effectuates magnetic field noise. This can cause decoherence effects and dephasing of the Rabi oscillations. The heating rate measurements with a single ion are realized after 8 months of continuous operation of the oven. Therefore it can be assumed that patch potentials influences the measurements in this spatial region and the results can be interpreted as an upper limit for the trap heating rate.
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